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1. Introduction

The concept of convergence of real sequences was extended to statistical con-
vergence by Fast [1]. Subsequently, this concept was further investigated from the
perspective of sequence spaces and connected with summability theory by Fridy [2],

Śalát [3], and numerous other researchers. Consequently, the statistical limit supe-
rior and limit inferior emerged as important considerations, which were extensively
studied by Fridy and Orhan [4].

The concept of ideal convergence was introduced by Kostyrko et al. [5], which
generalizes and unifies various notions of sequence convergence, including traditional
convergence and statistical convergence. They utilized the notion of an ideal I of
subsets of the set N to define this concept. For an extensive view of this topic, one
may refer to [6, 7, 8, 9, 10]. In 2001, Demirci [11] introduced the definition of the I-
limit superior and I-limit inferior of a real sequence and proved several fundamental
properties. The concept of I-statistical convergence was proposed by Savaş and Das
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[12] as an extension of ideal convergence. It was subsequently further explored by
Debnath and Debnath [13], Debnath and Choudhury [14], Debnath and Rakshit [15],
and many other researchers. Later, this concept was further explored by Lahiri and
Das [16]. In [17], the authors extended the concepts of I-limit superior and I-limit
inferior to I-statistical limit superior and I-statistical limit inferior, and examined
some of their properties for sequences of real numbers.

Recently, statistical convergence, ideal convergence and some of their related con-
cepts for fuzzy numbers have been investigated in [18, 19, 20, 21, 22].

The introduction of Fuzzy Sets (FSs) by Zadeh [23] has profoundly influenced
various scientific disciplines since its publication. This concept, crucial for real-
life scenarios, has revealed inadequacies in addressing certain problems over time,
prompting the emergence of new inquiries. Atanassov [24] pioneered the concept of
intuitionistic fuzzy sets to address such cases. Neutrosophic set, a novel iteration
of classical set theory, was defined by Smarandache [25]. Statistical convergence of
sequences in neutrosophic fuzzy normed spaces was examined by Kirisçi and Şimşek
[26]. Ideal convergence of sequences was investigated in neutrosophic fuzzy normed
spaces by Kişi [27].

Before delving into the fundamental results of this study, let us embark on a
journey through the intricate realm of I-statistical limits within neutrosophic fuzzy
normed spaces. By exploring the concepts of I-statistical limit superior and I-
statistical limit inferior, we uncover profound insights into the behavior of sequences
within this unique mathematical framework. Through an illuminating example, we
demonstrate the practical computation of these limits, offering a tangible grasp of
their significance. We observe that our results are analogous to those of Mursaleen
et al. [17], though the proofs differ somewhat when addressing these concepts in
neutrosophic fuzzy normed spaces. Furthermore, we navigate through the terrain
of I-statistical limit points and I-statistical cluster points, unraveling their funda-
mental properties and enriching our understanding of their role in characterizing
sequences in neutrosophic fuzzy normed spaces.

2. Definitions and Preliminaries

In this section, we commence by revisiting some fundamental definitions related
to neutrosophic fuzzy normed space, statistical convergence, and ideal convergence.

For K ⊂ N and j ∈ N, δj (K) is named jth partial density of K, if

δj (K) =
|K ∩ {1, 2, ..., j}|

j
.

If

δ (K) = lim
n→∞

1

n
|{k ≤ n : k ∈ K}| ,

(
i.e., δ (K) = lim

j→∞
δj (K)

)
exists, it is named the natural density of K. Ψ = {K ⊂ N : δ (K) = 0} is denoted
the zero density set.

A sequence (xn) is said to be statistically convergent to ξ, if for every ε > 0,

δ ({n ∈ N : |xk − ξ| ≥ ε}) = 0,
2
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i.e., {n ∈ N : |xk − ξ| ≥ ε} ∈ Ψ. We demonstrate st-limxn = ξ or xn
st→ ξ, (n → ∞).

Since the introduction of ideal convergence by Kostyrko et al. [5], there has been
a surge of comprehensive research aimed at uncovering applications and furthering
the study of summability within classical theories. This exploration has not only
deepened our understanding of existing mathematical frameworks but has also paved
the way for innovative applications across various disciplines.

Let ∅ ̸= S be a set, and then a non empty class I ⊆ P (S) is said to be an ideal
on S, if (i) I is additive under union, (ii) for each A ∈ I and each B ⊆ A we find
B ∈ I. An ideal I is called non-trivial, if I ≠∅ and S /∈ I.

A non-empty family of sets F is called filter on S, if (i) ∅ /∈ F , (ii) for each
A,B ∈ F , we get A ∩ B ∈ F , (iii) for every A ∈ F and each B ⊇ A, we obtain
B ∈ F .

Relationship between ideal and filter is given as follows:

F (I) = {K ⊂ S : Kc ∈ I} ,
where Kc = S −K.

A non-trivial ideal I is called an admissible ideal on S, if it contains all singletons.
A sequence (xn) is said to be ideal convergent to ξ if, for every ε > 0, i.e.

A (ε) = {n ∈ N : |xn − ξ| ≥ ε} ∈ I.
By taking I = Iδ = {A ⊆ N : δ (A) = 0} , where δ (A) denotes the asymptotic

density of the set A, we establish that ideal convergence coincides with statistical
convergence.

Throughout this paper, we consider I as the admissible ideal. Triangular norms
(t-norms), introduced by Menger [28], play a crucial role in generalizing the concept
of probability distributions with the triangle inequality in terms of metric spaces.
Additionally, triangular conorms (t-conorms), recognized as the dual operations of
t-norms, are instrumental in fuzzy operations such as intersections and unions. The
significance of t-norms and t-conorms extends across various domains, providing
essential tools for mathematical modeling and analysis.

Definition 2.1. ([28]) Let ⊛ : [0, 1]×[0, 1] → [0, 1] be an operation. Then ⊛ is called
a continuous t-norm, if it satisfies following conditions: for any p, q, r, s ∈ [0, 1],

(i) p⊛ 1 = p,
(ii) If p ≤ r and q ≤ s, then p⊛ q ≤ r ⊛ s,
(iii) ⊛ is continuous,
(iv) ⊛ is associative and commutative.

Definition 2.2. ([28]) Let ⊗ : [0, 1] × [0, 1] → [0, 1] be an operation. Then ⊗
is said to be a continuous t-conorm, if it satisfies following conditions: for any
p, q, r, s ∈ [0, 1],

(i) p⊗ 0 = p,
(ii) if p ≤ r and q ≤ s, then p⊗ q ≤ r ⊗ s,
(iii) ⊗ is continuous,
(iv) ⊗ is associative and commutative.

Definition 2.3. ([26]) Let F be a vector space,N = {⟨u,Θ(u) ,Φ (u) ,Ω (u)⟩ : u ∈ F}
be a normed space such that N : F → F × [0, 1]× [0, 1]× [0, 1]. Then N = (Θ,Φ,Ω)

3
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is called a neutrosophic norm, if following conditions hold: for all u, v ∈ F and
λ, µ > 0 and for each σ ̸= 0,

(i) 0 ≤ Θ(u, λ) ≤ 1, 0 ≤ Φ (u, λ) ≤ 1, 0 ≤ Ω (u, λ) ≤ 1,
(ii) Θ (u, λ) + Φ (u, λ) + Ω (u, λ) ≤ 3,
(iii) Θ (u, λ) = 1 iff u = 0,

(iv) Θ (σu, λ) = Θ
(
u, λ

|σ|

)
,

(v) Θ (u, µ)⊛Θ(v, λ) ≤ Θ(u+ v, µ+ λ),
(vi) Θ (u, .) is non-decreasing continuous function,
(vii) limλ→∞ Θ(u, λ) = 1,
(viii) Φ (u, λ) = 0 iff u = 0,

(ix) Φ (σu, λ) = Φ
(
u, λ

|σ|

)
,

(x) Φ (u, µ)⊗ Φ (v, λ) ≥ Φ (u+ v, µ+ λ),
(xi) Φ (u, .) is non-decreasing continuous function,
(xii) limλ→∞ Φ (u, λ) = 0,
(xiii) Ω (u, λ) = 0 iff u = 0,

(xiv) Ω (σu, λ) = Ω
(
u, λ

|σ|

)
,

(xv) Ω (u, µ)⊗ Ω (v, λ) ≥ Ω (u+ v, µ+ λ) ,
(xvi) Ω (u, .) is non-decreasing continuous function,
(xviii) limλ→∞ Ω (u, λ) = 0,
(xix) if λ ≤ 0, then Θ (u, λ) = 0, Φ (u, λ) = 1 and Ω (u, λ) = 1.

V = (F,N ,⊛ ,⊗) is said to be a neutrosophic fuzzy normed space.

Definition 2.4. ([26]) A sequence (xm) is said to be statistically convergent to ξ ∈ F
with respect to the neutrosophic fuzzy norm (Θ,Φ,Ω), if for each λ > 0 and ε > 0,
the set

Pε := {m ≤ n : Θ (xm − ξ, λ) ≤ 1− ε and Φ (xm − ξ, λ) ≥ ε, Ω (xm − ξ, λ) ≥ ε}

has natural density zero, i.e., d(Pε) = 0 or

lim
n→∞

1

n
|{m ≤ n : Θ (xm − ξ, λ) ≤ 1− ε or Φ (xm − ξ, λ) ≥ ε, Ω (xm − ξ, λ) ≥ ε}| = 0.

It is denoted by SN -limxm = ξ or xk → ξ (SN ).

Definition 2.5. ([27]) A sequence (xm) is said to be ideal convergent to ξ ∈ F with
respect to the neutrosophic fuzzy norm (Θ,Φ,Ω), if for each ε > 0 and λ > 0,

{m ∈ N : Θ (xm − ξ, λ) ≤ 1− ε or Φ (xm − ξ, λ) ≥ ε, Ω (xm − ξ, λ) ≥ ε} ∈ I.

In this case, we write IN -limxm = ξ or xm → ξ (IN ).

Example 2.6. Let (F, ∥.∥) be a neutrosophic norm. For all a, b ∈ [0, 1], take the
TN a⊛ b = ab and the TC a⊗ b = min {a+ b, 1}. For all x ∈ F and every λ > 0, we

consider Θ (x, λ) = λ
λ+∥x∥ , Φ (x, λ) = ∥x∥

λ+∥x∥ and Ω (x, λ) = ∥x∥
λ . Then (F,N ,⊛ ,⊗)

is an neutrosophic fuzzy normed space.
4
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3. Main Results

In this section, we establish the concepts of limit point, I-statistical limit point,
I-statistical cluster point, I-statistical limit superior, and I-statistical limit inferior
in neutrosophic fuzzy normed spaces. We illustrate these concepts with an example,
showcasing the computation process in a neutrosophic framework.

Definition 3.1. Let (Y,Θ,Φ,Ω,⊛,⊗) be a neutrosophic fuzzy normed space. Then
w0 ∈ Y is called a limit point of the sequence w = (ws) with respect to the neutro-
sophic fuzzy norm (Θ,Φ,Ω), provided that there is a subsequence of w that converges
to w0 with respect to the neutrosophic fuzzy norm (Θ,Φ,Ω).

Let L(Θ,Φ,Ω)(w) denotes the set of all limit points of the sequence w with respect
to the neutrosophic fuzzy norm (Θ,Φ,Ω).

Let (Y,Θ,Φ,Ω,⊛,⊗) be a neutrosophic fuzzy normed space and w = (ws) be
a sequence in Y . If dI (Q) = 0, {w}Q is termed a subsequence of I-asymptotic

density zero or an I-thin subsequence of w. Conversely, {w}Q is called an I-nonthin
subsequence of w, if Q does not have I-asymptotic density zero. In other words, this
occurs, if dI (Q) is a positive number or if Q lacks I-asymptotic density.

Definition 3.2. Consider (Y,Θ,Φ,Ω,⊛,⊗) as a neutrosophic fuzzy normed space.
Then an element ξ ∈ Y is termed an I-statistical limit point of the sequence w =
(ws) with respect to the neutrosophic fuzzy norm (Θ,Φ,Ω), if there exists an I-
nonthin subsequence of w that converges to ξ in terms of the neutrosophic fuzzy
norm (Θ,Φ,Ω). In such instances, ξ is referred to as a I-st(Θ,Φ,Ω)-limit point of

sequence w = (ws). Let Λ
S(I)
(Θ,Φ,Ω)(w) denote the set of all I-st(Θ,Φ,Ω)-limit points of

the sequence w.

Next, we provide an example of an I-statistical limit point in a neutrosophic fuzzy
normed space.

Example 3.3. Let I be an admissible ideal in N. Consider the neutrosophic fuzzy
normed space (R,Θ,Φ,Ω,⊛,⊗) from Example 2.6. We define a sequence w = (ws)
as follows:

ws =

{
1 if s is odd
0 if s is even.

Let Q be the set of all odd numbers. Then d (Q) = 1
2 . Since I is an admissible ideal,

dI (Q) = 1
2 . Thus {w}Q is an I-nonthin subsequence of w that converges to 1 in

terms of the neutrosophic fuzzy norm (Θ,Φ,Ω). So 1 is an I-statistical limit point
of the sequence w.

Definition 3.4. Let (Y,Θ,Φ,Ω,⊛,⊗) be a neutrosophic fuzzy normed space. Then
ξ ∈ Y is called to be an I-statistical cluster point of the sequence w = (ws) in Y
with respect to the neutrosophic fuzzy norm (Θ,Φ,Ω), provided that for every ρ > 0
and b ∈ (0, 1), the set

{s : Θ (ws − ξ; ρ) > 1− b or Φ (ws − ξ; ρ) < b, Ω (ws − ξ; ρ) < b}
does not have I-asymptotic density zero.

In this case, we say that ξ is a I-st(Θ,Φ,Ω)-cluster point of the sequence w. Let

ΓI
(Θ,Φ,Ω)(w) denotes the set of all I-st(Θ,Φ,Ω)-cluster points of the sequence w.

5
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Now, we provide an example of an I-statistical cluster point in a neutrosophic
fuzzy normed space.

Example 3.5. Let I be an admissible ideal in N. Consider the neutrosophic fuzzy
normed space (R,Θ,Φ,Ω,⊛,⊗) from Example 2.6. We define a sequence w = (ws)
as follows:

ws =

{
1 if s is a perfect square
0 otherwise.

Let Q be the set of all perfect squares. Then d (Q) = 0. Since I is an admissible
ideal, dI (Q) = 0. Now

{s : Θ (ws − 0; ρ) > 1− b or Φ (ws − 0; ρ) < b, Ω (ws − 0; ρ) < b} = N⧹Q

for each ρ > 0 and b ∈ (0, 1). Since dI (N⧹Q) = 1,

dI ({s : Θ (ws − 0; ρ) > 1− b or Φ (ws − 0; ρ) < b, Ω (ws − 0; ρ) < b}) ̸= 0.

Thus 0 is an I-statistical cluster point of the sequence w.

Remark 3.6. The set Λ
S(I)
(Θ,Φ,Ω) of all I-statistical limit points of a sequence w = (ws)

in Y may not be equal to the set Γ
S(I)
(Θ,Φ,Ω) of all I-statistical cluster points of w = (ws)

in Y . To show this we cite the following example.

Example 3.7. Let w = (ws) be a sequence in Y , defined by ws = 1
m , where

s = 2m−1(2t+ 1); i.e., m− 1 is the power of 2 in the prime factorization of s.

Clearly for each m,

d

({
s : ws =

1

m

})
=

1

2m
> 0.

Since I is admissible, we have dI
({

s : ws =
1
m

})
= 1

2m > 0. Then 1
m ∈ Λ

S(I)
(Θ,Φ,Ω).

Also, dI
({

s : 0 < ws <
1
m

})
= 2−m. Thus 0 ∈ Γ

S(I)
(Θ,Φ,Ω) and we have Γ

S(I)
(Θ,Φ,Ω) =

{0} ∪
{

1
m

}∞
m=1

. Now we claim that 0 /∈ Λ
S(I)
(Θ,Φ,Ω). To establish our claim, it is

sufficient to show that, if {w}M is a subsequence converging to zero, then dI(M) = 0.
For this, note that for each m ∈ N, we have

|M(n)| =
∣∣{s ∈ M : s ≤ n, ws ≥ 1

m

}∣∣+ ∣∣{s ∈ M : s ≤ n, ws <
1
m

}∣∣
≤ O(1) +

∣∣{s ∈ M : s ≤ n, ws <
1
m

}∣∣ ≤ O(1) + n
2m .

Then dI(M) ≤ 1
2m . Since m is arbitrary, we have dI(M) = 0. Thus Λ

S(I)
(Θ,Φ,Ω) ̸=

Γ
S(I)
(Θ,Φ,Ω).

Notation 3.8. In a neutrosophic fuzzy normed space (Y,Θ,Φ,Ω,⊛,⊗), if

I = Ifin = {A ⊂ N : |A| < ∞} ,
then the concepts of I-statistical limit points and I-statistical cluster points in Y
coincide with the concepts of statistical limit points and statistical cluster points in Y
with respect to the neutrosophic fuzzy norm (Θ,Φ,Ω). Thus in a neutrosophic fuzzy
normed space I-statistical limit points and I-statistical cluster points generalize the
notions of statistical limit points and statistical cluster points, respectively.

6
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Theorem 3.9. Let (Y,Θ,Φ,Ω,⊛,⊗) be a neutrosophic fuzzy normed space. Then

for a sequence w = (ws) in Y , we have Λ
S(I)
(Θ,Φ,Ω)(w) ⊆ Γ

S(I)
(Θ,Φ,Ω)(w) ⊆ L(Θ,Φ,Ω)(w).

Proof. Let ϖ be an arbitrary element in Λ
S(I)
(Θ,Φ,Ω)(w). Then there exists a subse-

quence of
{
wsj

}
j∈N of w such that N -limj→∞ wsj = ϖ and dI ({sj : j ∈ N}) ̸= 0.

Let ρ > 0 and b ∈ (0, 1) be given. Since N -limj→∞ wsj = ϖ,

E =
{
sj : Θ

(
wsj −ϖ; ρ

)
≤ 1− b or Φ

(
wsj −ϖ; ρ

)
≥ b, Ω

(
wsj −ϖ; ρ

)
≥ b

}
is a finite set. Also,

{s : Θ (ws −ϖ; ρ) > 1− b or Φ (ws −ϖ; ρ) < b, Ω (ws −ϖ; ρ) < b}
⊃ {sj : j ∈ N}⧹E.
⇒ K = {sj : j ∈ N}
⊂ {s : Θ (ws −ϖ; ρ) > 1− b or Φ (ws −ϖ; ρ) < b, Ω (ws −ϖ; ρ) < b} ∪ E.

Now if

dI ({s : Θ (ws −ϖ; ρ) > 1− b or Φ (ws −ϖ; ρ) < b, Ω (ws −ϖ; ρ) < b}) = 0,

then we have dI (K) = 0, which is a contradiction. Thus ϖ is a I-statistical cluster
point of w. Since ϖ ∈ Λ

S(I)
(Θ,Φ,Ω)(w) is arbitrary, Λ

S(I)
(Θ,Φ,Ω)(w) ⊆ Γ

S(I)
(Θ,Φ,Ω)(w).

Now, we demonstrate that Γ
S(I)
(Θ,Φ,Ω)(w) ⊆ L(Θ,Φ,Ω)(w). Let ϖ ∈ Γ

S(I)
(Θ,Φ,Ω)(w). Also,

ρ > 0 and b ∈ (0, 1) be given. Then the set

Q = {s : Θ (ws −ϖ; ρ) > 1− b or Φ (ws −ϖ; ρ) < b, Ω (ws −ϖ; ρ) < b}
does not have I-asymptotic density zero. Thus Q is an infinite set of N. So we
can write Q = {sj : s1 < s2 < ...}. And we have a subsequence {w}Q of w which

converges to ϖ with respect to the neutrosophic fuzzy norm (Θ,Φ,Ω). Hence ϖ ∈
L(Θ,Φ,Ω)(w). Therefore Λ

S(I)
(Θ,Φ,Ω)(w) ⊆ Γ

S(I)
(Θ,Φ,Ω)(w) ⊆ L(Θ,Φ,Ω)(w). □

Theorem 3.10. Let (Y,Θ,Φ,Ω,⊛,⊗) be a neutrosophic fuzzy normed space. Let
w = (ws) and q = (qs) be two sequences in Y such that dI ({s : ws ̸= qs}) = 0. Then

Λ
S(I)
(Θ,Φ,Ω)(w) = Λ

S(I)
(Θ,Φ,Ω)(q) and Γ

S(I)
(Θ,Φ,Ω)(w) = Γ

S(I)
(Θ,Φ,Ω)(q).

Proof. Let τ ∈ Γ
S(I)
(Θ,Φ,Ω)(w). Also, let ρ > 0 and b ∈ (0, 1) be given. Then

{s : Θ (ws − τ ; ρ) > 1− b or Φ (ws − τ ; ρ) < b, Ω (ws − τ ; ρ) < b}
does not have I-asymptotic density zero. Assume that B = {s ∈ N : ws = qs}. Then
dI (B) = 1. Thus,

{s : Θ (ws − τ ; ρ) > 1− b or Φ (ws − τ ; ρ) < b, Ω (ws − τ ; ρ) < b} ∩B

does not have I-asymptotic density zero. Consequently, τ ∈ Γ
S(I)
(Θ,Φ,Ω)(q). Since

Γ
S(I)
(Θ,Φ,Ω)(q) is arbitrary, Γ

S(I)
(Θ,Φ,Ω)(w) ⊂ Γ

S(I)
(Θ,Φ,Ω)(q). By the symmetry, we obtain

Γ
S(I)
(Θ,Φ,Ω)(q) ⊂ Γ

S(I)
(Θ,Φ,Ω)(w). As a result, Γ

S(I)
(Θ,Φ,Ω)(w) = Γ

S(I)
(Θ,Φ,Ω)(q).

Now, we prove that Λ
S(I)
(Θ,Φ,Ω)(w) = Λ

S(I)
(Θ,Φ,Ω)(q). Let ϱ ∈ Λ

S(I)
(Θ,Φ,Ω)(w). Then w has

I-nonthin subsequence
(
wsj

)
that converges to ϱ with respect to the neutrosophic

fuzzy norm (Θ,Φ,Ω). Let Q = {sj : j ∈ N}. Since dI
({

sj : wsj ̸= qsj
})

= 0, we
7
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have dI
({

sj : wsj = qsj
})

̸= 0. Consequently for the later set, we have an I-nonthin
subsequence {q}Q′ of {q}Q that converges to ϱ with respect to the neutrosophic

fuzzy norm (Θ,Φ,Ω). Thus ϱ ∈ Λ
S(I)
(Θ,Φ,Ω)(q). Since ϱ ∈ Λ

S(I)
(Θ,Φ,Ω)(w) is arbitrary,

Λ
S(I)
(Θ,Φ,Ω)(w) ⊂ Λ

S(I)
(Θ,Φ,Ω)(q). By the symmetry, we obtain Λ

S(I)
(Θ,Φ,Ω)(q) ⊂ Λ

S(I)
(Θ,Φ,Ω)(w).

So Λ
S(I)
(Θ,Φ,Ω)(w) = Λ

S(I)
(Θ,Φ,Ω)(q). □

Example 3.11. Let I be an admissible ideal in N. Consider the neutrosophic fuzzy
normed space (R,Θ,Φ,Ω,⊛,⊗) in Example 2.6. We define sequences w = (ws) and
q = (qs) as follows:

ws =

{
1 if s is a perfect square
0 otherwise

and

qs =

{
2 if s is a perfect square
0 otherwise.

Let Q be the set of all perfect squares. Then d (Q) = 0. Since I is an admissible
ideal, dI (Q) = 0. Thus

dI ({s : ws ̸= qs}) = dI (Q) = 0.

Obviously, Γ
S(I)
(Θ,Φ,Ω)(w) = Γ

S(I)
(Θ,Φ,Ω)(q) = {0} and Λ

S(I)
(Θ,Φ,Ω)(w) = Λ

S(I)
(Θ,Φ,Ω)(q) = {0} .

Theorem 3.12. Let (Y,Θ,Φ,Ω,⊛,⊗) be a neutrosophic fuzzy normed space and

(ws) be a sequence in Y . Then Γ
S(I)
(Θ,Φ,Ω)(w) is a closed subset of w.

Proof. If Γ
S(I)
(Θ,Φ,Ω)(w) = ∅, then there is nothing to prove. We assume Γ

S(I)
(Θ,Φ,Ω)(w) ̸=

∅. Obviously, it is sufficient to prove that Γ
S(I)
(Θ,Φ,Ω)(w) contains all its limit points.

Let ξ be a limit point of Γ
S(I)
(Θ,Φ,Ω)(w). Also, let ρ > 0 and b ∈ (0, 1) be given.

Choose 0 < σ < 1 such that (1− σ) ⊛ (1− σ) > 1 − b and σ ⊗ σ < b. Then

B
(
ξ, σ, ρ

2

)
∩
(
ΓI
(Θ,Φ,Ω)(w)⧹ {ξ}

)
̸= ∅. Choose α ∈ B

(
ξ, σ, ρ

2

)
∩
(
ΓI
(Θ,Φ,Ω)(w)⧹ {ξ}

)
.

Since α ∈ ΓI
(Θ,Φ,Ω)(w),

dI
({

s ∈ N : Θ
(
ws − α;

ρ

2

)
> 1− σ or Φ

(
ws − α;

ρ

2

)
< σ, Ω

(
ws − α;

ρ

2

)
< σ

})
̸= 0.

Now, we prove that{
s ∈ N : Θ

(
ws − α; ρ

2

)
> 1− σ or Φ

(
ws − α; ρ

2

)
< σ, Ω

(
ws − α; ρ

2

)
< σ

}
⊂ {s ∈ N : Θ (ws − ξ; ρ) > 1− b or Φ (ws − ξ; ρ) < b, Ω (ws − ξ; ρ) < b} .

Let

s ∈
{
s ∈ N : Θ

(
ws − α;

ρ

2

)
> 1− σ or Φ

(
ws − α;

ρ

2

)
< σ, Ω

(
ws − α;

ρ

2

)
< σ

}
.

Then Θ
(
ws − α; ρ

2

)
> 1 − σ or Φ

(
ws − α; ρ

2

)
< σ, Ω

(
ws − α; ρ

2

)
< σ. Since α ∈

B
(
ξ, σ, ρ

2

)
, Θ

(
ξ − α; ρ

2

)
> 1− σ or Φ

(
ξ − α; ρ

2

)
< σ, Ω

(
ξ − α; ρ

2

)
< σ. Thus

Θ (ws − ξ; ρ) ≥ Θ
(
ws − α; ρ

2

)
⊛Θ

(
α− ξ; ρ

2

)
> (1− σ)⊛ (1− σ) > 1− b,

Φ (ws − ξ; ρ) ≤ Φ
(
ws − α; ρ

2

)
⊛ Φ

(
α− ξ; ρ

2

)
< σ ⊗ σ < b,

Ω (ws − ξ; ρ) ≤ Ω
(
ws − α; ρ

2

)
⊛ Ω

(
α− ξ; ρ

2

)
< σ ⊗ σ < b.

8
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Since

s ∈
{
s ∈ N : Θ

(
ws − α;

ρ

2

)
> 1− σ or Φ

(
ws − α;

ρ

2

)
< σ, Ω

(
ws − α;

ρ

2

)
< σ

}
is arbitrary,{

s ∈ N : Θ
(
ws − α; ρ

2

)
> 1− σ or Φ

(
ws − α; ρ

2

)
< σ, Ω

(
ws − α; ρ

2

)
< σ

}
⊂ {s ∈ N : Θ (ws − ξ; ρ) > 1− b or Φ (ws − ξ; ρ) < b, Ω (ws − ξ; ρ) < b} .

So we get

dI ({s ∈ N : Θ (ws − ξ; ρ) > 1− b or Φ (ws − ξ; ρ) < b, Ω (ws − ξ; ρ) < b}) ̸= 0.

Hence ξ ∈ Γ
S(I)
(Θ,Φ,Ω)(w). Therefore Γ

S(I)
(Θ,Φ,Ω)(w) is a closed subset of w. □

Definition 3.13. A sequence w = (ws) in a neutrosophic fuzzy normed space
(Y,Θ,Φ,Ω,⊛,⊗) is said to be I-statistically bounded, if there exists some ρ > 0
and b ∈ (0, 1) such that the set{
m ∈ N :

1

m
|{s ≤ m : Θ (ws; ρ) > 1− b or Φ (ws; ρ) < b, Ω (ws; ρ) < b}| > ρ

}
∈ I.

Now, we examine the concepts of I-statistical limit superior and I-statistical limit
inferior for a real number sequence in neutrosophic fuzzy normed spaces (Y,Θ,Φ,Ω,⊛,⊗).

For a real sequence w = (ws) let B
(Θ,Φ,Ω)
w denote the set

B
(Θ,Φ,Ω)
w :=

{
b ∈ (0, 1) :

{
m ∈ N : 1

m |{s ≤ m : Θ (ws; t) < 1− b or
Φ (ws; t) > b, Ω (ws; t) > b}| > ρ} /∈ I} .

Similarly

A
(Θ,Φ,Ω)
w :=

{
a ∈ (0, 1) :

{
m ∈ N : 1

m |{s ≤ m : Θ (ws; t) > 1− a or
Φ (ws; t) < a, Ω (ws; t) < a}| > ρ} /∈ I} .

If w is a real number sequence, then the I-statistical limit superior of w with
respect to the neutrosophic fuzzy norm (Θ,Φ,Ω) is defined by

I − st(Θ,Φ,Ω) − lim supw :=

{
supB

(Θ,Φ,Ω)
w if B

(Θ,Φ,Ω)
w ̸= ∅

0 if B
(Θ,Φ,Ω)
w = ∅.

And the I-statistical limit inferior of w with respect to the neutrosophic fuzzy norm
(Θ,Φ,Ω) is defined by

I − st(Θ,Φ,Ω) − lim inf w :=

{
inf A

(Θ,Φ,Ω)
w if A

(Θ,Φ,Ω)
w ̸= ∅

1 if A
(Θ,Φ,Ω)
w = ∅.

Example 3.14. A straightforward example will aid in elucidating the recently de-
fined concepts. Let the sequence w = (ws) be defined by

ws :=


2s if s is an odd square,

−1 if s is an even square,

1/2 if s is an odd nonsquare,

0 if s is an even nonsquare.
9
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Let Θ (ws; t) =
t

t+|ws| and Φ (ws; t) =
|ws|

t+|ws| , Ω (ws; t) =
|ws|
t .

The sequence mentioned above is evidently unbounded concerning (Θ,Φ,Ω). How-
ever, it is I-statistically bounded in regard to (Θ,Φ,Ω). For this,{

m ∈ N : 1
m |{s ≤ m : Θ (ws; t0) < 1− b or Φ (ws; t0) > b, Ω (ws; t0) > b}| > ρ

}
=

{
m ∈ N : 1

m

∣∣∣{s ≤ m : t0
t0+|ws| < 1− b or |ws|

t0+|ws| > b, |ws|
t0

> b
}∣∣∣ > ρ

}
=

{
m ∈ N : 1

m

∣∣∣{s ≤ m : |ws| > bt0
1−b or |ws| > bt0

}∣∣∣ > ρ
}
.

Since 0 < b < 1, 1
b − 1 > 0. Choose t0 = 1−b

3b or t0 = 1
3b . Then t0 > 0 and{

m ∈ N : 1
m |{s ≤ m : Θ (ws; t0) < 1− b or Φ (ws; t0) > b, Ω (ws; t0) > b}| > ρ

}
=

{
m ∈ N : 1

m

∣∣∣{s ≤ m : |ws| > b
1−b .

1−b
3b = 1

3 or |ws| > b. 1
3b = 1

3

}∣∣∣ > ρ
}

=
{
m ∈ N : 1

m

∣∣{s ≤ m : |ws| > 1
3

}∣∣ > ρ
}
∈ I.

Thus it is I-statistically bounded with respect to (µ, v).

To find B
(Θ,Φ,Ω)
w , we have to find those b ∈ (0, 1) such that{

b ∈ (0, 1) :
{
m ∈ N : 1

m |{s ≤ m : Θ (ws; t) < 1− b or
Φ (ws; t) > b, Ω (ws; t) > b}| > ρ} /∈ I} .

Now,{
m ∈ N : 1

m |{s ≤ m : Θ (ws; t) < 1− b or Φ (ws; t) > b, Ω (ws; t) > b}| > ρ
}

=
{
m ∈ N : 1

m

∣∣∣{s ≤ m : t
t+|ws| < 1− b or |ws|

t+|ws| > b, |ws|
t > b

}∣∣∣ > ρ
}

=
{
m ∈ N : 1

m

∣∣∣{s ≤ m : |ws| > bt
1−b , |ws| > bt

}∣∣∣ > ρ
}
.

We can easily choose any t > 0 as t < 1
3

(
1
b − 1

)
for 0 < b < 1, and t > 0 as t < 1

3b
so that

0 <
bt

1− b
<

b

1− b
.
1− b

3b
=

1

3
and 0 < bt <

1

3
.

So {
m ∈ N :

1

m

∣∣∣∣{s ≤ m : |ws| > r1 =
bt

1− b
and |ws| > r2 = bt

}∣∣∣∣ > ρ

}
and by the above condition r1, r2 ∈ (0, 1). Now the number of members of the
sequence which satisfy the above condition is always greater than s− s

2 or s− s−1
2

for the case s is even or odd, respectively. Hence{
m ∈ N :

1

m

∣∣∣∣{s ≤ m : |ws| > r1 =
bt

1− b
and |ws| > r2 = bt

}∣∣∣∣ > ρ

}
/∈ I

for all b ∈ (0, 1). Therefore

B(Θ,Φ,Ω)
w = (0, 1),

and
I − st(Θ,Φ,Ω) − lim supw = 1.

10
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The above sequence has two subsequences

w = (wsi) where wsi = 1 for each si ∈ {3, 5, 7, 11, 13, . . .}

and

w =
(
wsj

)
where wsj = 0 for each sj ∈ {2, 6, 8, 10, 12, . . .}

i, j ∈ N; which are of positive density and clearly convergent to 1 and 0, respectively.
Therefore w is not I-statistically convergent. Similarly, we have

A(Θ,Φ,Ω)
w = (0, 1),

and

I − st(Θ,Φ,Ω) − lim inf w = 0

Hence the set of I-statistical cluster points of w is {0, 1}, where I-st(Θ,Φ,Ω)-lim inf w =
least element and I-st(Θ,Φ,Ω)-lim supw = greatest element of the above set.

Theorem 3.15. Let b = I-st(Θ,Φ,Ω)-lim supw. Then for every positive numbers t
and γ,

(3.1)

{
m ∈ N : 1

m |{s ≤ m : Θ (ws; t) < 1− b+ γ or Φ (ws; t) > b− γ,
Ω (ws; t) > b− γ}| > ρ} /∈ I and{

m ∈ N : 1
m |{s ≤ m : Θ (ws; t) < 1− b− γ or Φ (ws; t) > b+ γ,

Ω (ws; t) > b+ γ}| > ρ} ∈ I.

Conversely, if (3.1) holds for every positive t and γ, then b = I-st(Θ,Φ,Ω)-lim supw.

Proof. Let b = I-st(Θ,Φ,Ω)-lim supw, where b be finite. Then
(3.2){

m ∈ N :
1

m
|{s ≤ m : Θ (ws; t) < 1− b or Φ (ws; t) > b, Ω (ws; t) > b}| > ρ

}
/∈ I.

Since Θ (ws; t) < 1− b+ γ or Φ (ws; t) > b− γ, Ω (ws; t) > b− γ for every s and for
any t, γ > 0,{

m ∈ N : 1
m |{s ≤ m : Θ (ws; t) < 1− b+ γ or Φ (ws; t) > b− γ,

Ω (ws; t) > b− γ}| > ρ} /∈ I.
Now applying the definition of I-st(Θ,Φ,Ω)− lim supw we have 1−b as the least value
and b as the greatest value satisfying (3.2).
Now if possible,

Θ (ws; t) < 1− b− γ or Φ (ws; t) > b+ γ, Ω (ws; t) > b+ γ for some γ > 0.

Then 1 − b − γ and b + γ are another values with 1 − b − γ < 1 − b and b + γ > b
which satisfies (3.2). This observation contradicts the fact that 1− b and b are least
and greatest values, respectively, which satisfies the above condition. Thus{

m ∈ N : 1
m |{s ≤ m : Θ (ws; t) < 1− b− γ or Φ (ws; t) > b+ γ,
Ω (ws; t) > b+ γ}| > ρ} ∈ I for every γ > 0.

Conversely, if (3.1) holds for every positive t and γ, then{
m ∈ N : 1

m |{s ≤ m : Θ (ws; t) < 1− b+ γ or Φ (ws; t) > b− γ,
Ω (ws; t) > b− γ}| > ρ} /∈ I,

11
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and {
m ∈ N : 1

m |{s ≤ m : Θ (ws; t) < 1− b− γ or
Φ (ws; t) > b+ γ, Ω (ws; t) > b+ γ}| > ρ} ∈ I for every γ > 0.

Thus{
m ∈ N :

1

m
|{s ≤ m : Θ (ws; t) ≤ 1− b or Φ (ws; t) ≥ b, Ω (ws; t) ≥ b}| > ρ

}
/∈ I,

and{
m ∈ N :

1

m
|{s ≤ m : Θ (ws; t) = 1− b or Φ (ws; t) = b, Ω (ws; t) = b}| > ρ

}
∈ I.

That is{
m ∈ N :

1

m
|{s ≤ m : Θ (ws; t) < 1− b or Φ (ws; t) > b, Ω (ws; t) > b}| > ρ

}
/∈ I

for every t > 0. So b = I-st(Θ,Φ,Ω)-lim supw. This completes the proof of the
theorem. □

The dual statement for I-st(Θ,Φ,Ω)-lim inf w can also be proved similarly.

Theorem 3.16. Let a = I-st(Θ,Φ,Ω)-lim inf w. Then for every positive number t
and γ,

(3.3)

{
m ∈ N : 1

m |{s ≤ m : Θ (ws; t) > 1− a− γ or Φ (ws; t) < a+ γ,
Ω (ws; t) < a+ γ}| > ρ} /∈ I and{

m ∈ N : 1
m |{s ≤ m : Θ (ws; t) > 1− a+ γ or Φ (ws; t) < a− γ,

Ω (ws; t) < a− γ}| > ρ} ∈ I.

Conversely, if (3.3) holds for every positive t and γ, then a = I-st(Θ,Φ,Ω)-lim inf w.

Remark 3.17. From the definition of I-statistical cluster points, we observe that
Theorems 3.15 and 3.16 imply that I-st(Θ,Φ,Ω)-lim supw and I-st(Θ,Φ,Ω)-lim inf w
are the greatest and least I-statistical cluster points of w, respectively.

Theorem 3.18. For any sequence w, I-st(Θ,Φ,Ω)-lim inf w ≤ I-st(Θ,Φ,Ω)-lim supw.

Proof. First consider the case in which I-st(Θ,Φ,Ω)-lim supw = 0, which implies that

B
(Θ,Φ,Ω)
w = ∅. Then for every b ∈ (0, 1),

B
(Θ,Φ,Ω)
w :=

{
b ∈ (0, 1) :

{
m ∈ N : 1

m |{s ≤ m : Θ (ws; t) < 1− b or
Φ (ws; t) > b, Ω (ws; t) > b}| > ρ} ∈ I} .

That is{
b ∈ (0, 1) :

{
m ∈ N : 1

m |{s ≤ m : Θ (ws; t) ≥ 1− b or Φ (ws; t) ≤ b,
Ω (ws; t) ≤ b}| < ρ} ∈ F (I)} .

Also, we have{
a ∈ (0, 1) :

{
m ∈ N : 1

m |{s ≤ m : Θ (ws; t) > 1− a or Φ (ws; t) < a,
Ω (ws; t) < a}| > ρ} /∈ I} .

Thus I-st(Θ,Φ,Ω)-lim inf w = 0.
The case in which I-st(Θ,Φ,Ω)-supw = 1, is trivial.

12
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Suppose that b = I-st(Θ,Φ,Ω)-lim supw and a = I-st(Θ,Φ,Ω)-lim inf w, where a and
b are finite.
Now for given any γ, we show that 1− b− γ ∈ A

(Θ,Φ,Ω)
w . Then by Theorem 3.15,{

m ∈ N : 1
m

∣∣{s ≤ m : Θ (ws; t) < 1− b− γ
2 or Φ (ws; t) > b+ γ

2 ,
Ω (ws; t) > b+ γ

2

}∣∣ > ρ
}
∈ I,

where 1− b = least upper bound of B
(Θ,Φ,Ω)
w .

Thus {
m ∈ N : 1

m

∣∣{s ≤ m : Θ (ws; t) ≥ 1− b− γ
2 or Φ (ws; t) ≤ b+ γ

2 ,
Ω (ws; t) ≤ b+ γ

2

}∣∣ > ρ
}
/∈ I,

which in turn gives{
m ∈ N : 1

m |{s ≤ m : Θ (ws; t) > 1− b− γ or Φ (ws; t) < b+ γ,
Ω (ws; t) < b+ γ}| > ρ} /∈ I.

So 1− b−γ ∈ A
(Θ,Φ,Ω)
w . By definition a = inf A

(Θ,Φ,Ω)
w , we conclude that 1− b−γ ≤

1 − a. Since γ is arbitrary, 1 − b ≤ 1 − a, i.e., −b ≤ −a a ≤ b. This completes the
proof. □

Theorem 3.19. In an neutrosophic fuzzy normed space (Y,Θ,Φ,Ω,⊛,⊗), the I-
statistically bounded sequence w is I-statistically convergent if and only if

I − st(Θ,Φ,Ω)− lim inf w = I − st(Θ,Φ,Ω)− supw.

Proof. Let α, β be I-st(Θ,Φ,Ω)-lim inf w and I-st(Θ,Φ,Ω)-supw, respectively. Now we
assume that I-st(Θ,Φ,Ω)-limw = w0. Then for every t > 0 and b ∈ (0, 1),{

m ∈ N :
1

m
|{s ≤ m : Θ (ws; t) ≤ 1− b or Φ (ws; t) ≥ b, Ω (ws; t) ≥ b}| > ρ

}
∈ I.

Thus {
m ∈ N : 1

m

∣∣{s ≤ m : Θ
(
ws;

t
2

)
⊛Θ

(
w0;

t
2

)
≤ 1− b or

Φ
(
ws;

t
2

)
⊗ Φ

(
w0;

t
2

)
≥ b, Ω (ws; t)⊗ Ω

(
w0;

t
2

)
≥ b

}∣∣ > ρ
}
∈ I.

Let for every t > 0,

sup
t

Θ

(
ws;

t

2

)
= 1− b1 and sup

t
Θ

(
w0;

t

2

)
= 1− b2,

or

inf
t
Φ

(
ws;

t

2

)
= b1 and inf

t
Φ

(
w0;

t

2

)
= b2,

inf
t
Ω

(
ws;

t

2

)
= b1 and inf

t
Ω

(
w0;

t

2

)
= b2.

such that

(3.4) (1− b1)⊛ (1− b2) ≤ 1− b or b1 ⊗ b2 ≥ b.

Then

(3.5)

{
m ∈ N : 1

m

∣∣{s ≤ m : Θ
(
ws;

t
2

)
≤ 1− b1 or Φ

(
ws;

t
2

)
≥ b1,

Ω
(
ws;

t
2

)
≥ b1

}∣∣ > ρ
}
∈ I.

13
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Thus

(3.6)

{
m ∈ N : 1

m

∣∣{s ≤ m : Θ
(
ws;

t
2

)
< 1− b1 − γ or Φ

(
ws;

t
2

)
> b1 + γ,

Ω
(
ws;

t
2

)
> b1 + γ

}∣∣ > ρ
}
∈ I

for every γ > 0.
Now applying Theorem 3.15 and the definition of I-st(Θ,Φ,Ω)-supw, we get

(3.7)

{
m ∈ N : 1

m

∣∣{s ≤ m : Θ
(
ws;

t
2

)
< 1− β − γ or Φ

(
ws;

t
2

)
> β + γ,

Ω
(
ws;

t
2

)
> β + γ

}∣∣ > ρ
}
∈ I

for every γ > 0.
From (3.6) and (3.7) and by the definition of I-st(Θ,Φ,Ω)-supw, we get

1− b1 − γ ≤ 1− β − γ or b1 + γ ≥ β + γ, i.e.,

(3.8) β ≤ b1.

Now we find those s such that

Θ

(
ws;

t

2

)
> 1− b1 + γ or Φ

(
ws;

t

2

)
< b1 − γ, Ω

(
ws;

t

2

)
< b1 − γ.

We can easily observe that no such s exists which satisfy (3.4) and above condition
together. So this implies that{

m ∈ N : 1
m

∣∣{s ≤ m : Θ
(
ws;

t
2

)
> 1− b1 + γ or Φ

(
ws;

t
2

)
< b1 − γ,

Ω
(
ws;

t
2

)
< b1 − γ

}∣∣ > ρ
}
∈ I

Since α = I-st(Θ,Φ,Ω)-lim inf w, by Theorem 3.16, we get{
m ∈ N : 1

m

∣∣{s ≤ m : Θ
(
ws;

t
2

)
> 1− α+ γ or Φ

(
ws;

t
2

)
< α− γ,

Ω
(
ws;

t
2

)
< α− γ

}∣∣ > ρ
}
∈ I.

By the definition of I-st(Θ,Φ,Ω)-lim inf w, we have

1− α+ γ ≤ 1− b1 + γ or α− γ ≥ b1 − γ, i.e.,

(3.9) b1 ≤ α

From (3.7) and (3.8), we get β ≤ α. Now combining Theorem 3.18 and the above
inequality, we conclude α = β.

Conversely, suppose that α = β and let supt Θ(w0, t) = 1−α or inft Φ(w0, t) = α,
inft Ω(w0, t) = α. Then for any γ > 0, Theorems 3.15 and 3.16 will together imply
that

(3.10)

{
m ∈ N : 1

m

∣∣{s ≤ m : Θ
(
ws;

t
2

)
< 1− α+ γ

2 or Φ
(
ws;

t
2

)
> α− γ

2 ,
Ω
(
ws;

t
2

)
> α− γ

2

}∣∣ > ρ
}
∈ I

and

(3.11)

{
m ∈ N : 1

m

∣∣{s ≤ m : Θ
(
ws;

t
2

)
> 1− α+ γ

2 or Φ
(
ws;

t
2

)
< α− γ

2 ,
Ω
(
ws;

t
2

)
< α− γ

2

}∣∣ > ρ
}
∈ I.

Now

1− α ≥ Θ(w0, t) = Θ (ws − (ws − w0) ; t) ≥ Θ

(
ws;

t

2

)
⊛Θ

(
ws − w0;

t

2

)
,
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and

α ≤ Φ(w0, t) = Φ (ws − (ws − w0) ; t) ≤ Φ

(
ws;

t

2

)
⊗ Φ

(
ws − w0;

t

2

)
,

α ≤ Ω(w0, t) = Ω (ws − (ws − w0) ; t) ≤ Ω

(
ws;

t

2

)
⊗ Ω

(
ws − w0;

t

2

)
.

Thus

Θ

(
ws;

t

2

)
⊛Θ

(
ws − w0;

t

2

)
≤ 1− α or Φ

(
ws;

t

2

)
⊗ Φ

(
ws − w0;

t

2

)
≥ α,

(3.12)

Ω

(
ws;

t

2

)
⊗ Ω

(
ws − w0;

t

2

)
≥ α.

Let
supt

{
Θ
(
ws − w0;

t
2

)}
= 1− a1 or inft

{
Φ
(
ws − w0;

t
2

)}
= a1,

inft
{
Ω
(
ws − w0;

t
2

)}
= a1,

where a1 ∈ (0, 1) and (3.10) and (3.12) hold. Then{
m ∈ N : 1

m

∣∣{s ≤ m : Θ
(
ws − w0;

t
2

)
< 1− α1 − γ

2 or
Φ
(
ws − w0;

t
2

)
> α1 +

γ
2 , Ω

(
ws − w0;

t
2

)
> α1 +

γ
2

}∣∣ > ρ
}
∈ I,

which is true for all γ > 0. Thus{
m ∈ N : 1

m

∣∣{s ≤ m : Θ
(
ws − w0;

t
2

)
< 1− α1 or Φ

(
ws − w0;

t
2

)
> α1,

Ω
(
ws − w0;

t
2

)
> α1

}∣∣ > ρ
}
∈ I,

which is true for all a ≤ a1 ∈ (0, 1), because 1− a1 is the least upper bound or a1 is
the greatest lower bound.

Now repeat the process by taking (3.11) and (3.12) instead of (3.10) and (3.12). If
(3.11) and (3.12) are satisfied, then inft Θ

(
ws − w0;

t
2

)
= 1−a1 or supt Φ

(
ws − w0;

t
2

)
= a1, supt Ω

(
ws − w0;

t
2

)
= a1. On contrary suppose that 1−a1 ̸= inft Θ

(
ws − w0;

t
2

)
or a1 ̸= supt Φ

(
ws − w0;

t
2

)
, a1 ̸= supt Ω

(
ws − w0;

t
2

)
and conditions (3.11) and

(3.12) be satisfied. This implies that there exists some r ∈ (0, 1) such that either
1 − r = Θ

(
ws − w0;

t
2

)
or r = Φ

(
ws − w0;

t
2

)
, r = Ω

(
ws − w0;

t
2

)
for some t > 0

where 1− a1 > 1− r or a1 < r.
As (3.11) and (3.12) are satisfied, let us suppose that

inf
t
Φ

(
ws − w0;

t

2

)
= 1−a2 or sup

t
Φ

(
ws − w0;

t

2

)
= a2, sup

t
Ω

(
ws − w0;

t

2

)
= a2.

Then

(3.13) 1− a1 > 1− a2 or a1 < a2

and from (3.12), we get

Θ
(
ws − w0;

t
2

)
⊛ (1− a2) ≤ 1− α or Φ

(
ws − w0;

t
2

)
⊗ α2 ≥ α,

Ω
(
ws − w0;

t
2

)
⊗ α2 ≥ α.

Using (3.11), we get(
1− α+

γ

2

)
⊛ (1− a2) ≤ 1− α or Φ

(
α− γ

2

)
⊗ (α2) ≥ α, Ω

(
α− γ

2

)
⊗ (α2) ≥ α

15
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for all γ > 0. Clearly,
(3.14)

Θ
(
1− α− γ

2

)
⊛ (1− a2) ≤ 1−α or Φ

(
α+

γ

2

)
⊗ (α2) ≥ α, Ω

(
α+

γ

2

)
⊗ (α2) ≥ α

for all γ > 0. Now

1−a1 = sup
t

Θ

(
ws − w0;

t

2

)
or α1 = inf

t
Φ

(
ws − w0;

t

2

)
, α1 = inf

t
Ω

(
ws − w0;

t

2

)
,

where a1 ∈ (0, 1) and which satisfy (3.10) and (3.12). From (3.14) we conclude that
1− a2 is another value satisfying (3.10) and (3.12). Thus

1− a1 < 1− a2 or a2 < a1

This contradicts (3.13). So 1−a1 = inft Θ
(
ws − w0;

t
2

)
or a1 = supt Φ

(
ws − w0;

t
2

)
,

a1 = supt Ω
(
ws − w0;

t
2

)
satisfying conditions (3.11) and (3.12). Since 1− a1 is the

greatest lower bound, the inequality becomes true for all a ≥ a1 ∈ (0, 1). Hence{
m ∈ N : 1

m

∣∣{s ≤ m : Θ
(
ws − w0;

t
2

)
≤ 1− α or Φ

(
ws − w0;

t
2

)
≤ α,

Ω
(
ws − w0;

t
2

)
≤ α

}∣∣ > ρ
}
∈ I

for each t > 0 and a ∈ (0, 1). Therefore

I − st(Θ,Φ,Ω)− limw = w0.

This completes the proof. □

4. Conclusion

In this article, we delve into the concepts of I-statistical limit superior and I-
statistical limit inferior within the framework of neutrosophic fuzzy normed spaces.
Through an illustrative example, we showcase the practical computation of these
points, shedding light on their significance in mathematical analysis. Furthermore,
we extend our investigation to explore the notions of I-statistical limit points and
I-statistical cluster points for sequences in such spaces, unveiling essential properties
of the sets encapsulating these points. This comprehensive exploration enhances our
understanding of the nuanced dynamics within neutrosophic fuzzy normed spaces,
offering valuable insights for further research and applications in diverse fields.
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Ömer Kişi et al. /Ann. Fuzzy Math. Inform. 29 (2025), No. 1, 1–17

[9] B. C. Tripathy, S. Debnath and D. Rakshit, On I-statistically limit points and I-statistically
cluster poins of sequences of fuzzy numbers, Mathematica 63 (86) (1) (2021) 140–147.

[10] B. Hazarika, A. Alotaibi and S. A. Mohiuddine, Statistical convergence in measure for double
sequences of fuzzy-valued functions, Soft Comput. 24 (2020) 6613–6622.

[11] K. Demirci, I-limit superior and limit inferior, Math. Commun. 6 (2001) 165–172.

[12] E. Savaş and P. Das, A generalized statistical convergence via ideals, Appl. Math. Lett. 24
(2011) 826–830.

[13] S. Debnath and J. Debnath, On I-statistically convergent sequence spaces defined by sequences

of Orlicz functions using matrix transformation, Proyecciones J. Math. 33 (3) (2014) 277–285.
[14] S. Debnath and C. Choudhury, On I-statistically ϕ-convergence, Proyecciones 40 (3) (2021)

593–604.

[15] S. Debnath and D Rakshit, On I-statistical convergence, Iran. J. Math. Sci. Inform. 13 (2)
(2018) 101–109.

[16] B. K. Lahiri and P. Das, Further results on I-limit superior and limit inferior, Math. Commun.
8 (2003) 151–156.

[17] M. Mursaleen, S. Debnath and D. Rakshit, I-statistical limit superior and I-statistical limit

inferior, Filomat 31 (7) (2017) 2103–2108.
[18] B. C. Tripathy, On statistically convergent and statistically bounded sequences, Bull.

Malaysian. Math. Soc. 20 (1997) 31–33.

[19] S. A. Mohiuddine, A. Asiri and B. Hazarika, Weighted statistical convergence through differ-
ence operator of sequences of fuzzy numbers with application to fuzzy approximation theorems,

Int. J. Gen. Syst. 48 (5) (2019) 492–506.

[20] M. Mursaleen and S. A. Mohiuddine, Statistical convergence of double sequences in intuition-
istic fuzzy normed spaces, Chaos Solitons & Fractals 41 (2009) 2414–2421.

[21] S. A. Mohiuddine and B. A. S. Alamri, Generalization of equi-statistical convergence via

weighted lacunary sequence with associated Korovkin and Voronovskaya type approximation
theorems, Rev. R. Acad. Cienc. Exactas Fıs. Nat. Ser. A Mat. RACSAM 113 (2019) 1955–1973.

[22] P Malik, A Ghosh and S Das, I-statistical limit points and I-statistical cluster points, Proyec-
ciones (Antofagasta) 38 (5) (2019) 1011–1026

[23] L. A. Zadeh, Fuzzy sets, Information and Control 8 (3) (1965) 338–353.

[24] K. Atanassov, Intuitionistic fuzzy sets, Fuzzy Sets Syst. 20 (1986) 87–96.
[25] F. Smarandache, Neutrosophic set, a generalisation of the intuitionistic fuzzy sets, Int. J. Pure

Appl. Math. 24 (2005) 287–297.

[26] M. Kirişci and N. Şimşek, Neutrosophic normed spaces and statistical convergence, J. Anal.
28 (2020) 1059–1073.
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