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Abstract. In this paper, we relate a bounded semihoop A to an abelian
ℓ-group G to study G-states. Firstly, the notion of Bosbach G-states on
bounded semihoops is presented, which reflects a certain characteristic of
energy conservation. We also obtain some important conclusions of Bos-
bach G-state as follows: (1) Let s be a Bosbach G-state on a bounded
semihoop A and H be a down-set subgroup of G. Then s−1(H) is an ideal
of A. (2) Every bounded dual perfect semihoop has a non-zero Bosbach
G-state. Secondly, we propose the notion of Riečan G-states on bounded
semihoops and obtain some properties. We prove that every Bosbach G-
state is a Riečan G-state on a bounded semihoop A but a Riečan G-state
may not be a Bosbach G-state unless A has the DNP property. Finally,
we introduce the concept of G-state morphisms and obtain some charac-
terizations of G-state morphisms.
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1. Introduction

It is well-established that non-classical logic has become a valuable tool in com-
puter science for addressing uncertain and fuzzy information. Various logic algebras
have been proposed as semantic systems for non-classical logic systems, for instance,
MV -algebras [1], BL-algebras [2], MTL-algebras [3], R0-algebras [4], hoops [5] and
residuated lattices [6]. Among all logic algebras, semihoops is the most basic resid-
ual structure that contain all logical algebras that satisfy the residuated law. The
semihoops are a generalization of hoops that were first proposed by Bosbach under
the name of complementary semigroups. In recent years, semihoops have received
increasing attention from scholars and has achieved many important results. For
example, Borzooei and Kologani [7] studied the relationships between various filters
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on semihoops in 2015. In 2019, Niu [8] introduced tense operators on bounded semi-
hoops. In 2020, Niu and Xin [9] established the ideal theory on bounded semihoops.
Therefore, as the most basic fuzzy structure, semihoops play an important role in
the study of fuzzy logic and its related algebraic structures.

Probability theory is a common and effective tool for dealing with the concept
of randomness and information. The idea of introducing probability into proposi-
tional logic to reflect the degree to which logical formulas are true has been around
for a long time. Many scholars have worked on this topic and have achieved rich
research results. For instance, Novák and Pavelka [10] devised all the basic concepts
and reasoning processes in propositional logic and constructed a complete theoret-
ical system in propositional logic system  Lukasiewicz. American scholar Hailpertin
[11] proposed probabilistic logic. State theory is also an effective way to combine
probability theory with logic. In 1995, states on MV -algebras were first proposed by
Mundici [12]. The purpose was to seek some average of the individual truth values of
formulas in propositional logic of  Lukasiewicz. Since then, scholars have successively
extended the concept of state to other different logical algebraic structures, for ex-
ample, BL-algebras [13], EQ-algebras [14], pseudo MV -algebras [15] and residuated
lattices [16]. In particular, in reference [17], states and internal states on bounded
semihoop were studied and a number of valuable conclusions were obtained. In [18],
the existence of states based on Glivenko semihoops were studied.

However, in the study of state theory, scholars have taken the standard MV
interval [0,1] as the assignment domain, ignoring the more general structures. One
example is the group structure, which holds fundamental importance in abstract
algebra. Many algebraic structures, including rings, domains, and modules, can be
seen as formed by adding new operations and axioms to the basis of groups. The
notion of group appears in many branches of mathematics, and the approach to
group theory has had a significant influence on other branches of abstract algebra.
Therefore, in this paper, we studied G-states in connection with a bounded semihoop
and an abelian ℓ-group [19, 20]. The idea is to replace the interval [0,1] by the group,
which is a generalisation of states on bounded semihoop. We know that everything in
the world conforms to the law of conservation of energy. We can think of the bounded
semihoop as an energy field and a G-states as energy measures, so that everything in
life that satisfies the law of conservation of energy can be characterised by a G-state.

The structure of this paper is as follows: In Section 2, we review some of the
basic definitions and properties used in this paper. In Section 3, we introduce the
notion of Bosbach G-states on bounded semihoops and get some proposities and
equivalent descriptions. In Section 4, we propose the concept of Riečan G-states on
bounded semihoops and some properties are investigated. In particular, we discuss
the relationship between Bosbach G-states and Riečan G-states. In Section 5, we
prove Γ(G, u) with some operations is a bounded semihoop and then investigate
G-states morphisms.

2. Preliminaries

In this section, we review some definitions and conclusions that will be used in
the following sections.
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Definition 2.1 ([5]). An algebra (A,⊙,→,∧, 1) of type (2, 2, 2, 0) is called a semi-
hoop, if it satisfies: for for any α, β, θ ∈ A,

(i) (A,∧, 1) is a ∧-semilattice and it has an upper bound 1,
(ii) (A,⊙, 1) is a commutative monoid,
(iii) (α⊙ β) → θ = α → (β → θ).

A semihoop (A,⊙,→,∧, 1) is called a bounded semihoop, if there exists an element
0 ∈ A such that 0 ≤ α for all α ∈ A. We denote a bounded semihoop (A,⊙,→
,∧, 0, 1) by A.

In a semihoop (A,⊙,→,∧, 1), we define α ≤ β if and only if α → β = 1 for any
α, β ∈ A. It is easy to check that ≤ is a partial order relation on A and we get α ≤ 1
for all α ∈ A.

Proposition 2.2 ([5]). Let A be a semihoop. Then the following properties hold:
for every α, β, θ ∈ A,

(1) α⊙ β ≤ θ if and only if α ≤ β → θ,
(2) α⊙ β ≤ α ∧ β, α ≤ β → α,
(3) 1 → α = α, α → 1 = 1,
(4) αn ≤ α, for every α ∈ A, n ∈ N+,
(5) α⊙ (α → β) ≤ β,
(6) α ≤ β implies α⊙ θ ≤ β ⊙ θ, β → θ ≤ α → θ and θ → α ≤ θ → β,
(7) α ≤ (α → β) → β,
(8) α → (β → θ) = β → (α → θ),
(9) ((α → β) → β) → β = α → β,
(10 α → β ≤ (θ → α) → (θ → β), α → β ≤ (β → θ) → (α → θ),
(11) α → (α ∧ β) = α → β
(12) α⊙ β = α⊙ (α → (α⊙ β)).

In a bounded semihoop A, we define ⋆: α⋆ = α → 0 for any α ∈ A. A bounded
semihoop is said to have the Double Negation Property or (DNP) for short if it
satisfies α⋆⋆ = α for all α ∈ A.

Proposition 2.3 ([7]). Let A be a bounded semihoop. Then the following statements
hold: for any α, β ∈ A,

(1) 1⋆ = 0, 0⋆ = 1,
(2) α ≤ α⋆⋆,
(3) α⋆⋆⋆ = α⋆,
(4) α⊙ α⋆ = 0,
(5) β⋆ ≤ β → α,
(6) α ≤ β implies β⋆ ≤ α⋆,
(7) α → β ≤ β⋆ → α⋆,
(8) (α → β⋆⋆)⋆⋆ = α → β⋆⋆,
(9) α⋆⋆ ⊙ β⋆⋆ ≤ (α⊙ β)⋆⋆,
(10 (α⋆⋆ ⊙ β)⋆ = (α⊙ β)⋆.

Definition 2.4 ([9]). Let A be a bounded semihoop. A non-empty subset I of A is
called an ideal, if it satisfies the following conditions:

(I1) for any α, β ∈ A, α ≤ β and β ∈ I imply α ∈ I,
(I2) for any α, β ∈ I, α⊕ β ∈ I, where α⊕ β = α⋆ → β.
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Definition 2.5 ([19]). A lattice ordered abelian group (briefly, ℓ-group) is a structure
(G,+,≤) such that the following conditions hold:

(i) (G,+) is an abelian group,
(ii) (G,≤) is a lattice,
(iii) x ≤ y implies x + z ≤ y + z for any x, y, z ∈ G.

The infimum and supremum of two elements x, y ∈ G are denoted by x∧G y and
x ∨G y, respectively.

Lemma 2.6 ([19]). Let (G,+,≤) be an ℓ-group. Then the following statements
hold: for any w, x, y, z ∈ G,

(1) w + (x ∧G y) + z = (w + x + z) ∧G (w + y + z),
(2) w + (x ∨G y) + z = (w + x + z) ∨G (w + y + z).

Proposition 2.7 ([7]). Let A be a bounded semihoop. We define:

α ∨ β = [(α → β) → β] ∧ [(β → α) → α] for any α, β ∈ A.

Then the following conditions are equivalent: for all α, β, θ ∈ A,
(1) ∨ is an associative operation on A,
(2) α ≤ β implies α ∨ θ ≤ β ∨ θ,
(3) α ∨ (β ∧ θ) ≤ (α ∨ β) ∧ (α ∨ θ),
(4) ∨ is the join operation on A.

Definition 2.8 ([7]). A bounded semihoop is called a bounded ∨-semihoop, if it
satisfies one of the equivalent conditions of Proposition 2.7.

It is easy to prove that if A is a bounded ∨-semihoop, then (A,∧,∨) is a distribu-
tive lattice (See [12]).

Definition 2.9 ([17]). Let A be a bounded semihoop. A Bosbach state on A is a
function s: A → [0, 1] such that the following conditions hold: for all α, β ∈ A,

(B1) s(0) = 0, s(1) = 1,
(B2) s(α) + s(α → β) = s(β) + s(β → α).

Definition 2.10 ([17]). Let A be a bounded semihoop. Two elements α, β ∈ A are
said to be orthogonal, denoted by α ⊥ β, if β⋆⋆ ≤ α⋆.

Definition 2.11 ([17]). Let A be a bounded semihoop. A Riečan state on A is a
function s: A → [0, 1] such that the following conditions hold: for any α, β ∈ A,

(R1) s(1) = 1,
(R2) if α ⊥ β, then s(α + β) = s(α) + s(β), where α + β = α⋆ → β⋆⋆.

Definition 2.12 ([9]). Let A be a bounded semihoop and I be a proper ideal of
A. I is called a maximal ideal of A, if it is not properly contained in the any other
proper ideal of A.

We denote the set of all maximal ideal of bounded semihoops A by M(A). The
radical of A is defined by Rad(A) =

⋂
{M |M ∈ Max(A)}. Also, we can define that

Rad(A)⋆ = {α⋆|α ∈ Rad(A)}.
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Definition 2.13 ([7]). Let A be a bounded semihoop. A nonempty subset F of A
is called a filter, if it satisfies:

(F1) for any α, β ∈ A, α ≤ β and α ∈ F imply β ∈ F ,
(F2) for any α, β ∈ F , α⊙ β ∈ F .

Definition 2.14 ([19]). A ring with a partial order ≤ is called a lattice ordered
abelian ring (briefly, ℓ-ring), if it satisfies the following conditions: for any x, y, z ∈ R,

(i) x ≤ y implies x + z ≤ y + z,
(ii) 0 ≤ x and 0 ≤ y imply 0 ≤ x · y.

3. Bosbach G-states

In this section we focus on Bosbach G-state theories on bounded semihoop and
their related properties.

Definition 3.1. Let (A,⊙,→,∧, 0, 1) be a bounded semihoop and (G,+,≤) be an
abelian ℓ-group. A Bosbach G-state on A is a function s: A → G such that the
following conditions hold: for all α, β ∈ A,

(BG1) s(0) = 0G,
(BG2) s(1) is the largest element of Im(s),
(BG3) s(α) + s(α → β) = s(β) + s(β → α).

Unless otherwise specified, all G appearing in this article is an abelian ℓ-group.

Remark 3.2. If we consider a bounded semihoop as an energy field and a Bosbach
G-state as a measure of energy, then Definition 3.1 corresponds to the following
observations:

(1) s(0) = 0G shows that energy is not generated out of thin air,
(2) s(1) reflects the largest energy produced under the largest conditions,
(3) s(α) + s(α → β) = s(β) + s(β → α) shows that energy will only be converted

from one form to another, while the total energy before and after the conversion
remains the same.

Example 3.3 ([17]). Let A = {0, a, b, c, 1} be a chain, where 0 < a < b < c < 1.
Define operations ⊙ and → on A as follows:

⊙ 0 a b c 1
0 0 0 0 0 0
a 0 a 0 a a
b 0 0 b b b
c 0 a b c c
1 0 a b c 1

→ 0 a b c 1
0 1 1 1 1 1
a b 1 1 1 1
b a a 1 1 1
c 0 a b 1 1
1 0 a b c 1

Then (A,⊙,→,∧, 0, 1) is a bounded semihoop. Let G = (Z,+,≤) be an ablian ℓ-
group. For n ∈ Z+, we define a map sn: A → G,

sn(α) =

{
0 if α = 0, a
n if α = b, c, 1

for all α ∈ A. Then we can easily check that sn is a Bosbach G-state on A.

By Example 3.3, we can find that unlike Bosbach state on the interval [0, 1],
Bosbach G-state may not be s(1) = 1G, which is the largest element of Im(s).
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Proposition 3.4. Let A be a bounded semihoop and s be a Bosbach G-state on A.
Then the following properties hold: for any α, β, γ ∈ A,

(1) s(α) + s(α⋆) = s(1) and s(α⋆) = s(1) − s(α),
(2) s(α⋆⋆) = s(α),
(3) α ≤ β implies s(α) ≤ s(β),
(4) s(α⊙ β) + s(α → β⋆) = s(1),
(5) s(α) + s(β) = s(α⊙ β) + s(β⋆ → α),
(6) s(α⋆⋆ → α) = s(1),
(7) s(α⊕ β) ≤ s(α) + s(β),
(8) s(α → β) = s(β → α) if and only if s(α) = s(β),
(9) s(α → β⋆⋆) = s(α⋆⋆ → β) = s(α → β),
(10) s(α⋆ → β⋆) = s(α → β),
(11) s(α → (β⋆ → γ⋆)) = s(α → (γ → β)),
(12) α ≤ β implies s(β ⊖ α) = s(β) − s(α), where α⊖ β = α⊙ β⋆.

Proof. (1) Since s is a Bosbach G-state on A, we have

s(α) + s(α⋆) = s(α) + s(α → 0) = s(0) + s(0 → α) = 0 + s(1) = s(1).

(2) Since s(α⋆)+s(α⋆⋆) = s(α⋆)+s(α⋆ → 0) = s(0)+s(0 → α⋆) = 0+s(1) = s(1),
s(1) − s(α) + s(α⋆⋆) = s(1). Then s(α⋆⋆) = s(α).

(3) From α ≤ β, α → β = 1. Since s(α) + s(α → β) = s(β) + s(β → α),
s(α) + s(1) = s(β) + s(β → α). Then s(α) − s(β) = s(β → α) − s(1) ≤ 0. Thus
s(α) ≤ s(β).

(4) From Definition 2.1 (3), we have
s(α⊙ β) + s(α → β⋆) = s(α⊙ β) + s(α → (β → 0))

= s(α⊙ β) + s((α⊙ β) → 0))
= s(α⊙ β) + s((α⊙ β)⋆)
= s(1).

(5) Since s(α) + s(α → β⋆) = s(β⋆) + s(β⋆ → α), from (1) and (4), we have

s(α) + s(1) − s(α⊙ β) = s(1) − s(β) + s(β⋆ → α).

Then s(α) + s(β) = s(α⊙ β) + s(β⋆ → α).
(6) From α ≤ α⋆⋆, α → α⋆⋆ = 1. Since s(α⋆⋆)+s(α⋆⋆ → α) = s(α)+s(α → α⋆⋆),

by (2), s(α) + s(α⋆⋆ → α) = s(α) + s(1). Then s(α⋆⋆ → α) = s(1).
(7) Since s(α⋆) + s(α⊕ β) = s(α⋆) + s(α⋆ → β) = s(β) + s(β → α⋆), we get

s(1) − s(α) + s(α⊕ β) = s(β) + s(β → α⋆).

Then s(α⊕β)− (s(α)+s(β)) = s(β → α⋆)−s(1) ≤ 0. Thus s(α⊕β) ≤ s(α)+s(β).
(8) − (11) These cases prove similarly as Proposition 3.3 in [13].
(12) From α ≤ β, α → β = 1. Then we have

s(β ⊖ α) = s(β ⊙ α⋆)
= s(1) − s(β → α⋆⋆)
= s(1) − s(β → α)
= s(1) − (s(α) + s(α → β) − s(β))
= s(1) − s(α) − s(1) + s(β) = s(β) − s(α). □
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Corollary 3.5. Let A be a bounded semihoop and G be an ablian ℓ-group. Then
a constant function s: A → G, defined by s(α) = 0G for all α ∈ A, is a Bosbach
G-state on A.

Remark 3.6. The following example will indicate not every bounded semihoop has
a non-zero Bosbach G-state.

Example 3.7 ([5]). Let A = {0, a, b, 1} be a chain with 0 < a < b < 1 and G be an
abelian ℓ-group. Define operations ⊙ and → on A as follows:

⊙ 0 a b 1
0 0 0 0 0
a 0 0 0 a
b 0 0 0 b
1 0 a b 1

→ 0 a b 1
0 1 1 1 1
a b 1 1 1
b b b 1 1
1 0 a b 1

Then (A,⊙,→,∧, 0, 1) is a bounded semihoop.
Let s be a Bosbach G-state on A. Then s(0) = 0G. Let s(a) = x, s(b) = y.

Then s(a) + s(a → 0) = s(0) + s(0 → a), s(b) + s(b → 0) = s(0) + s(0 → b).
Thus x + s(b) = x + y = 0 + s(1) = s(1), y + s(b) = y + y = 0 + s(1) = s(1). So

y = s(b) =
1

2
s(1), x = s(a) =

1

2
s(1). Moreover, s(a) + s(a → b) = s(b) + s(b → a).

Hence
1

2
s(1)+s(1) =

1

2
s(1)+

1

2
s(1), i.e., s(1) = 0. This is a contradiction. Therefore

the bounded semihoop A has no any non-zero Bosbach G-state.

Example 3.3 shows that every bounded semihoop has a Bosbach G-state. How-
ever, Example 3.7 shows that not every bounded semihoop has a non-zero Bosbach
G-state. Therefore, this paper primarily concerned with the existence of non-zero
Bosbach G-state on a bounded semihoop.

Proposition 3.8. Let A a bounded semihoop and G be an abelian ℓ-group. If s :
A → G is a map such that s(0) = 0G and s(1) is the largest element of Im(s), then
the following are equivalent:

(1) s is a Bosbach G-state on A,
(2) α ≤ β implies s(β) + s(β → α) = s(α) + s(1) for any α, β ∈ A,
(3) s(α) + s(α → β) = s(α ∧ β) + s(1) for any α, β ∈ A.

Proof. (1) ⇒ (2): Suppose s is a Bosbach G-state on A and α ≤ β for any α, β ∈ A.
Then α → β = 1. Since s is a Bosbach G-state on A, we get

s(β) + s(β → α) = s(α) + s(α → β) = s(α) + s(1).

(2) ⇒ (3): Suppose (2) holds. From α ∧ β ≤ α, s(α) + s(α → (α ∧ β)) =
s(α∧β) + s(1). By Proposition2.4 (11), we have s(α) + s(α → β) = s(α∧β) + s(1).

(3) ⇒ (1): Suppose (3) holds. Then we get

s(α) + s(α → β) = s(α ∧ β) + s(1) = s(β ∧ α) + s(1) = s(β) + s(β → α).

Thus s is a Bosbach G-state on A. □

Proposition 3.9. Let A be a bounded semihoop and G be an abelian ℓ-group. If
s : A → G is a map such that s(1) is the largest element of Im(s) and s′ = s(1)− s,
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then s is a Bosbach G-state if and only if the following conditions hold: for any
α, β ∈ A,

(1) s′(0) = s(1),
(2) α ≤ β implies s′(β → α) = s′(α) − s′(β).

Proof. (⇒): Suppose s be a Bosbach G-state. Then s′(0) = s(1)− s(0) = s(1)−0 =
s(1). Thus (1) holds.

Let α ≤ β for any α, β ∈ A. Then by Proposition 3.8 (2), we have

s(β) + s(β → α) = s(α) + s(1).

Thus we get
s′(β → α) = s(1) − s(β → α)

= s(β) − s(α)
= (s(1) − s′(β)) − (s(1) − s′(α))
= s′(α) − s′(β).

So (2) holds.
(⇐): Suppose the conditions (1) and (2)hold. From s′(0) = s(1) − s(0) = s(1),

s(0) = 0G. Let α ≤ βfor any α, β ∈ A. Then by (2), we have

s(1) − s(β → α) = s(1) − s(α) − (s(1) − s(β)).

Thus s(β → α) + s(β) = s(α) + s(1). So from Proposition 3.8 (2), s is a Bosbach
G-state on A. □

Proposition 3.10. Let s be a Bosbach G-state on a bounded ∨-semihoop A. Then
the properties hold: for any α, β ∈ A,

(1) s(α ∨ β) + s(α⋆ → β⋆) = s(α) + s(1),
(2) s(α⋆ ∨ β⋆) + s(α) + s(β) = s(α ∨ β) + s(1),
(3) s(α⋆⋆ ∨ β⋆⋆) = s(α ∨ β),
(4) s(α) + s(β) = s(α ∧ β) + s(α ∨ β).

Proof. (1) Since s is a Bosbach G-state, by Proposition 3.8 (3), we get

s(α⋆) + s(α⋆ → β⋆) = s(α⋆ ∧ β⋆) + s(1) = s((α ∨ β)⋆) + s(1).

Then s(1) − s(α) + s(α⋆ → β⋆) = s(1) − s(α ∨ β) + s(1). Thus we have

s(α ∨ β) + s(α⋆ → β⋆) = s(α) + s(1).

(2) Since β⋆ ≤ α⋆ ∨ β⋆, by Proposition 3.8 (2), we have

s(α⋆ ∨ β⋆) + s((α⋆ ∨ β⋆) → β⋆) = s(β⋆) + s(β⋆ → (α⋆ ∨ β⋆)).

Then s(α⋆ ∨ β⋆) + s(α⋆ → β⋆) = s(β⋆) + s(1). Thus we get

s(α⋆ ∨ β⋆) + s(α ∨ β) + s(α⋆ → β⋆) = s(1) − s(β) + s(α ∨ β) + s(1).

From (1), s(α⋆ ∨ β⋆) + s(α) + s(1) + s(β) = s(1) + s(1) + s(α ∨ β). So we have

s(α⋆ ∨ β⋆) + s(α) + s(β) = s(α ∨ β) + s(1).

(3) Since s((α⋆⋆ ∨ β⋆⋆)⋆) = s(α⋆⋆⋆ ∧ β⋆⋆⋆) = s(α⋆ ∧ β⋆) = s((α ∨ β)⋆), we get
s(1) = s(α⋆⋆ ∨ β⋆⋆) + s((α⋆⋆ ∨ β⋆⋆)⋆)

= s(α⋆⋆ ∨ β⋆⋆) + s((α ∨ β)⋆)
= s(α⋆⋆ ∨ β⋆⋆) + s(1) − s(α ∨ β).

Then s(α⋆⋆ ∨ β⋆⋆) = s(α ∨ β).
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(4) From (2), we have s(α⋆ ∨ β⋆) + s(α) + s(β) = s(α ∨ β) + s(1). Then we get

s((α ∧ β)⋆) + s(α) + s(β) = s(α ∨ β) + s(1).

Thus s(1) − s(α ∧ β) + s(α) + s(β) = s(α ∨ β) + s(1). So we have

s(α) + s(β) = s(α ∧ β) + s(α ∨ β).

□

Proposition 3.11. Let s be a Bosbach G-state on a bounded ∨-semihoop A. Then
the following are equivalent: for any α, β ∈ A,

(1) s(α ∧ β) = s(α ∨ β),
(2) s(α) = s(β) = s(α ∨ β),
(3) s(α) = s(β) = s(α ∧ β).

Proof. (1) ⇒ (2): Suppose (1) holds. From s(α ∧ β) ≤ s(α), s(β) ≤ s(α ∨ β). Since
s(α ∧ β) = s(α ∨ β), s(α) = s(β) = s(α ∨ β).

(2) ⇒ (3): Suppose (2) holds. Then from Proposition 3.10 (4), we have

s(α) + s(β) = s(α ∧ β) + s(α ∨ β).

Since s(α) = s(β) = s(α ∨ β), s(α) + s(α ∨ β) = s(α ∧ β) + s(α ∨ β). Thus
s(α) = s(α ∧ β). Similarly, we obtain s(β) = s(α ∧ β). So s(α) = s(β) = s(α ∧ β).

(3) ⇒ (1): Suppose (3) holds. Then from Proposition 3.10 (4), we have s(α) +
s(β) = s(α ∧ β) + s(α ∨ β). Since s(α) = s(β) = s(α ∧ β), we get

s(α) + s(α ∧ β) = s(α ∧ β) + s(α ∨ β).

Thus s(α) = s(α ∨ β). Similarly, we obtain s(β) = s(α ∨ β). So we have

s(α) = s(β) = s(α ∨ β).

□

Proposition 3.12. Let s be a non-zero Bosbach G-state on a bounded semihoop A.
Then

(1) ker(s) := {α ∈ A|s(α) = s(1)} is a proper filter of A,
(2) Coker(s) := {α ∈ A|s(α) = 0G} is a proper ideal of A.

Proof. (1) We have 1 ∈ ker(s). Let α, α → β ∈ ker(s). Then s(α) = s(1) and
s(α → β) = s(1). Since s is a Bosbach G-state, s(α) + s(α → β) = s(β) + s(β → α).
Thus s(β) = s(1) + s(1)− s(β → α) ≥ s(1). Thus s(β) = s(1), β ∈ ker(s). so ker(s)
is a filter of A. From 0 /∈ ker(s), ker(s) is a proper filter of A.

(2) For any α, β ∈ A, let α ≤ β and β ∈ Coker(s). Then s(β) = 0 and s(α) ≤
s(β) = 0. Thus s(α) = 0, α ∈ Coker(s). Let α, β ∈ Coker(s). Then s(α) = s(β) =
0. From Proposition 3.4 (7), we have s(α⊕β) ≤ s(α)+s(β) = 0. Then s(α⊕β) = 0.
Thus α⊕β ∈ Coker(s). So Coker(s) is an ideal of A. From 1 /∈ Coker(s), Coker(s)
is a proper ideal of A. □

Example 3.13. In Example 3.3, for 0 ̸= x ∈ G, we define a map sx: A → G,

sx(α) =

{
0 if α = 0
x if α = a, b, c, 1
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for all α ∈ A. Then sx is not a Bosbach G-state since s(0) + s(0 → a) = 0 + s(1) =
0 + x = x ̸= 2x = s(a) + s(b) = s(a) + s(a → 0).

By Example 3.13, we find that sx is not a Bosbach G-state. In the following
proposition, we will give a characterization for sx being a Bosbach G-state.

Proposition 3.14. Let A be a bounded hoop and G be an abelian ℓ-group. For
0 ̸= x ∈ G, we define sx by

sx(α) =

{
0 if α = 0
x if α ̸= 0

for any α ∈ A. Then sx is a Bosbach G-state on A if and only if (A− {0})⋆ = {0}.

Proof. (⇒): Suppose sx is a Bosbach G-state and let α ∈ (A− {0}). Then we have

s(0) + s(0 → α) = s(α) + s(α → 0) = s(α) + s(α⋆).

Thus x = x+ s(α⋆). So s(α⋆) = 0. Hence α⋆ = 0. Since α is arbitrary, (A−{0})⋆ =
{0}.

(⇐): Suppose (A − {0})⋆ = {0} and let α, β ∈ A. We will discuss the following
cases.

(i) If α = 0, β = 0, then s(0) + s(0 → 0) = s(1) = x = s(1) = s(0) + s(0 → 0).
(ii) If α ̸= 0, β = 0, then s(α) + s(α → 0) = s(α) = x = s(1) = s(0) + s(0 → α).
(iii) If α = 0, β ̸= 0, then s(0) + s(0 → β) = s(1) = x = s(β) = s(β) + s(β → 0).
(iv) If α ̸= 0, β ̸= 0, α ∧ β = 0, then α ⊙ (α → β) = 0. from α ̸= 0, α → β = 0.

Thus s(α) + s(α → β) = x = s(α ∧ β) + s(1). Moreover, from α ̸= 0, α → β ̸= 0.
Also, from β ̸= 0, β → α ̸= 0. So s(α) + s(α → β) = x + x = s(β) + s(β → α).

(v) If α ̸= 0, β ̸= 0, α ∧ β ̸= 0, then α ⊙ (α → β) ̸= 0. From α ̸= 0, α → β ̸= 0.
Thus s(α) + s(α → β) = x + x = s(α ∧ β) + s(1).
Hence by Definition 3.1 and Proposition 3.8 (3), sx is a Bosbach G-state on A. □

Definition 3.15. Let (G,+, ·,≤) be an ℓ-ring and s be a Bosbach G-state on a
bounded semihoop A. We define k · s by (k · s)(α) = k · (s(α)) for any k ∈ G.

Proposition 3.16. Let (G,+, ·,≤) be an ℓ-ring and s1, s2 be two Bosbach G-states
on a bounded semihoop A. Then s = k1 · s1 + k2 · s2 is also a Bosbach G-state on
A, for any 0 ≤ k1, k2 ∈ G.

Proof. Since s1, s2 are Bosbach G-states on A, we get

s(0) = (k1 · s1)(0) + (k2 · s2)(0) = k1 · (s1(0)) + k2 · (s2(0)) = 0.

Moreover, s1(1) and s2(1) are the largest elements of Im(s1) and Im(s2), respec-
tively. Then s(1) = (k1 · s1)(1) + (k2 · s2)(1) = k1 · (s1(1)) + k2 · (s2(1)) is the
largest elements of Im(s). From s1(α) + s1(α → β) = s1(β) + s1(β → α) and
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s2(α) + s2(α → β) = s2(β) + s2(β → α), we have

s(α) + s(α → β) = (k1 · s1)(α) + (k2 · s2)(α) + (k1 · s1)(α → β) + (k2 · s2)(α → β)

= k1 · (s1(α)) + k2 · (s2(α)) + k1 · (s1(α → β)) + k2 · (s2(α → β))

= k1 · (s1(α) + s1(α → β)) + k2 · (s2(α) + s2(α → β))

= k1 · (s1(β) + s1(β → α)) + k2 · (s2(β) + s2(β → α))

= (k1 · s1)(β) + (k2 · s2)(β) + (k1 · s1)(β → α) + (k2 · s2)(β → α)

= s(β) + s(β → α).

Thus s = k1 · s1 + k2 · s2 is also a Bosbach G-state on A. □

In Proposition 3.16, unlike a Bosbach state on the interval [0, 1], where 0 ≤
k1, k2 can take any elements from the ℓ-ring and do not need to satisfy the convex
combination.

Proposition 3.17. Let s be a Bosbach G-state on a bounded semihoop A and H be
a down-set subgroup of G. Then s−1(H) is an ideal of A.

Proof. We will prove the proposition in the following parts.
(i) Since H is a subgroup of G, 0G ∈ H. Since s is a Bosbach G-state on A,

s(0) = 0G. Then 0 ∈ s−1(H). Thus s−1(H) is a non-empty set of A.
(ii) Let α ≤ β and β ∈ s−1(H). Then s(β) ∈ H and s(α) ≤ s(β). Since H is a

down-set of G, s(α) ∈ H. Thus α ∈ s−1(H).
(iii) For any α, β ∈ s−1(H), s(α), s(β) ∈ H. Since H is a subgroup of G, s(α) +

s(β) ∈ H. Then From Proposition 3.4 (7), s(α ⊕ β) ≤ s(α) + s(β). Since H is a
down-set of G, s(α⊕ β) ∈ H. Thus α⊕ β ∈ s−1(H).

So s−1(H) is an ideal of A. □

Let A and B be two semihoops. A mapping h: A → B is called a homomorphism,
if h(α → β) = h(α) → h(β), h(α⊙β) = h(α)⊙h(β), h(α∧β) = h(α)∧h(β), h(0) = 0
for any α, β ∈ A. It is easy to verify that h(1) = 1 and h(α⋆) = (h(α))⋆ for all α ∈ A.

Let G and K be two abelian ℓ-groups. A mapping g: G → K is called a group-
homomorphism, if g(x + y) = g(x) + g(y), g(0) = 0 for any x, y ∈ G.

Proposition 3.18. Let A and B be two bounded semihoops, h: A → B be a homo-
morphism and s be a Bosbach G-state of B. Then sh is also a Bosbach G-state of
A.

Proof. We have (sh)(0) = s(h(0)) = s(0) = 0. From (sh)(1) = s(h(1)) = s(1),
(sh)(1) is the greatest element of Im(sh). Moreover,

(sh)(α) + (sh)(α → β) = s(h(α)) + s(h(α → β))

= s(h(α)) + s(h(α) → h(β))

= s(h(β)) + s(h(β) → h(α))

= s(h(β)) + s(h(β → α))

= (sh)(β) + (sh)(β → α).

Then sh is a Bosbach G-state of A.
□
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Proposition 3.19. Let A be a bounded semihoop, G and K be two abelian ℓ-groups,
g: G → K be a group-homomorphism and s be a Bosbach G-state of A. Then gs is
a Bosbach K-state of A.

Proof. We have (gs)(0) = g(s(0)) = g(0) = 0. From (gs)(1) = g(s(1)) and g is an
order-preserving mapping, (gs)(1) is the greatest element of Im(gs). Moreover,

(gs)(α) + (gs)(α → β) = g(s(α)) + g(s(α → β))

= g(s(α) + s(α → β))

= g(s(β) + s(β → α))

= g(s(β)) + g(s(β → α))

= (gs)(β) + (gs)(β → α).

Then gs is a Bosbach K-state of A.

□

Proposition 3.20. Let A be a bounded semihoop, G and K be two abelian ℓ-groups,
s: A → G be a map, g: G → K be a bijective group-homomorphism and gs be a
Bosbach K-state of A. Then s is a Bosbach G-state of A.

Proof. Since gs be a Bosbach K-state of A, (gs)(0) = g(s(0)) = 0 and (gs)(1) =
g(s(1)) is the largest element of Im(gs). Since g is a bijective group-homomorphism,
s(0) = 0G and s(1) is the largest element of Im(s). Moreover, we have

(gs)(α) + (gs)(α → β) = g(s(α)) + g(s(α → β)) = g(s(α) + s(α → β)),

(gs)(β) + (gs)(β → α) = g(s(β)) + g(s(β → α)) = g(s(β) + s(β → α)).

Then s(α) + s(α → β) = s(β) + s(β → α). Thus s is a Bosbach G-state of A. □

Proposition 3.21. Let A be a bounded semihoop. Then Rad(A)
⋂
Rad(A)⋆ = ∅.
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Proof. Assume that there exists α ∈ A such that α ∈ Rad(A) and α ∈ Rad(A)⋆.
Then α⋆ ∈ Rad(A). Since Rad(A) is an ideal of A, α ⊕ α⋆ = 1 ∈ Rad(A). Thus
Rad(A) = A, which is a contradiction. So Rad(A)

⋂
Rad(A)⋆ = ∅. □

Lemma 3.22. Let A be a bounded semihoop. Then Rad(A)⋆ is an up-set.

Proof. Let α ≤ β and α ∈ Rad(A)⋆ for any α, β ∈ A. From β⋆ ≤ α⋆ and α⋆ ∈
Rad(A), β⋆ ∈ Rad(A). Then β ∈ Rad(A)⋆. Thus Rad(A)⋆ is an up-set. □

Definition 3.23. A bounded semihoop A is called a bounded dual perfect semihoop,
if A = Rad(A)

⋃
Rad(A)⋆.

Example 3.24. Let Z be an additive ℓ-group, Z+ = {x ∈ Z|x ≥ 0} be the positive
cone of Z and Z ×Z be the lexicographic product of Z with Z. Give the order unit
(1, 0) of Z × Z. Let A := Γ(Z × Z, (1, 0)). Define operations ⊙, → and ∧ on A as
follows: for any (a, b), (c, d) ∈ A,

(a, b) ⊙ (c, d) = max{(a + c− 1, b + d), (0, 0)},

(a, b) → (c, d) = min{(1 − a + c,−b + d), (1, 0)},

(a, b) ∧ (c, d) = min{(a, b), (c, d)}.

We will verify the conditions in Definition 2.1 in the following parts.
(1) Clearly, (A,∧, (1, 0)) is a ∧-semilattice and it has a upper bounded (1, 0).
(2) (i) (a, b)⊙(c, d) = max{(a+c−1, b+d), (0, 0)} = max{(c+a−1, d+b), (0, 0)} =

(c, d) ⊙ (a, b) for any (a, b), (c, d) ∈ A.
(ii) (a, b)⊙(1, 0) = max{(a+1−1, b+0), (0, 0)} = max{(1+a−1, 0+b), (0, 0)} =

(1, 0) ⊙ (a, b) = (a, b) for any (a, b) ∈ A.
(iii) ((a, b) ⊙ (c, d)) ⊙ (e, f) = max{(a + c− 1, b + d), (0, 0)} ⊙ (e, f)

=

 (a + c− 1, b + d) ⊙ (e, f) if a + c > 1
(0, b + d) ⊙ (e, f) if a + c = 1, b + d > 0
(0, 0) ⊙ (e, f) if a + c = 1, b + d = 0 or a + c < 1

=

 max{(a + c + e− 2, b + d + f), (0, 0)} if a + c > 1
max{(e− 1, b + d + f), (0, 0)} if a + c = 1, b + d > 0
max{(e− 1, f), (0, 0)} if a + c = 1, b + d = 0 or a + c < 1

= (a, b) ⊙ ((c, d) ⊙ (e, f)) for any (a, b), (c, d), (e, f) ∈ A.
Then (A,⊙, (1, 0)) is a commutative monoid.

(3) ((a, b) ⊙ (c, d)) → (e, f) = max{(a + c− 1, b + d), (0, 0)} → (e, f)

=

 (a + c− 1, b + d) → (e, f) if a + c > 1
(0, b + d) → (e, f) if a + c = 1, b + d > 0
(0, 0) → (e, f) if a + c = 1, b + d = 0 or a + c < 1

=

 min{(2 − a− c + e,−b− d + f), (0, 0)} if a + c > 1
min{(1 − e,−b− d + f), (0, 0)} if a + c = 1, b + d > 0
min{(1 − e, f), (0, 0)} if a + c = 1, b + d = 0 or a + c < 1

= (a, b) → ((c, d) ⊙ (e, f)) for any (a, b), (c, d), (e, f) ∈ A.
Thus, in summary, A = Γ(Z × Z, (1, 0)) = ([(0, 0), (1, 0)],⊙,→,∧, (0, 0), (1, 0)) is a
bounded semihoop.
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From A = {(0, a)|a ∈ Z+}
⋃
{(1,−a)|a ∈ Z+}. Represent A in a right-angled

coordinate system as follows:

By verification, we get that I = {(0, a)|a ∈ Z+} is an ideal of A. Let J =
⟨I

⋃
{(1,−b)}⟩, where (1,−b) ∈ {(1,−a)|a ∈ Z+}. For any (1,−c) ∈ {(1,−a)|a ∈

Z+}, since (1,−b) ⊕ (1,−b) = (1,−b)⋆ → (1,−b) = ((1,−b) → (0, 0)) → (1,−b) =
(1, 0) ≥ (1,−c), (1 − c) ∈ J . Since (1,−c) is arbitrary, J = A. Then I is the only
maximal ideal of A. Thus Rad(A) = I = {(0, a)|a ∈ Z+}, Rad(A)⋆ = {(0, a)⋆|a ∈
Z+} = {(1,−a)|a ∈ Z+}. So A = Rad(A)

⋃
Rad(A)⋆. Hence A is a bounded dual

perfect semihoop.

Proposition 3.25. Every bounded dual perfect semihoop has a non-zero Bosbach
G-state.

Proof. Let A be a bounded dual perfect semihoop and G be an abelian ℓ-group.
Then A = Rad(A)

⋃
Rad(A)⋆. For 0 ̸= y ∈ G, we define s by

s(α) =

{
0 if α ∈ Rad(A)
y if α ∈ Rad(A)⋆

for any α ∈ A. From 0 ∈ Rad(A), s(0) = 0. Since Rad(A) is a proper ideal of A,
1 /∈ Rad(A). Then 1 ∈ Rad(A)⋆. Thus s(1) = y and s(1) is the largest element
of Im(s). For any α, β ∈ A, To check the condition (BG3) in Definition 3.1 or
Proposition 3.8 (3), we consider the following cases.

(i) Suppose α, β ∈ Rad(A). Then s(α) = s(β) = 0. Since Rad(A) is an ideal,
α ∧ β ∈ Rad(A). Thus s(α ∧ β) = 0. Assume that α → β ∈ Rad(A). from α ≤ α⋆⋆,
α⋆⋆ → β ≤ α → β. Then α⋆⋆ → β ∈ Rad(A). Since α⋆ ≤ α⋆⋆ → β, α⋆ ∈ Rad(A).
Thus α⊕ α⋆ = 1 ∈ Rad(A), which is a contradiction. So α → β ∈ Rad(A)⋆. Hence
s(α → β) = y. Therefore s(α) + s(α → β) = 0 + y = s(α ∧ β) + s(1).

(ii) Suppose α, β ∈ Rad(A)⋆. Then s(α) = s(β) = y. Since α ≤ β → α,
β ≤ α → β. By Lemma 3.20, we have β → α, α → β ∈ Rad(A)⋆. Thus s(β → α) =
s(α → β) = y. So s(α) + s(α → β) = y + y = s(β) + s(β → α).

(iii) Suppose α ∈ Rad(A), β ∈ Rad(A)⋆. Then s(α) = 0, s(β) = y. Since α ∧ β ≤
α, β ≤ α → β. Thus α ∧ β ∈ Rad(A). By Lemma 3.20, we have α → β ∈ Rad(A)⋆.
So s(α ∧ β) = 0, s(α → β) = y. Hence s(α) + s(α → β) = 0 + y = s(α ∧ β) + s(1).

Therefore s is a Bosbach G-state on A, i.e., a dual perfect semihoop admits a
non-zero Bosbach G-state. □
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In Proposition 3.25, we obtain that every bounded dual perfect semihoop has a
non-zero Bosbach G-state but it is not unique because y ̸= 0 is an arbitrary element
of G.

Example 3.26. Let A be a bounded dual perfect semihoop in Example 3.22 and
G = (Z,+,≤) be an abelian ℓ-group. For n ∈ Z+, we define a map sn: A → G,

sn(α) =

{
0 if α ∈ Rad(A)
n if α ∈ Rad(A)⋆

for all α ∈ A. Then we can easily check that sn is a Bosbach G-state on A.

4. Riečan G-states

In this section, we introduce the concept of Riečan G-states on a bounded semi-
hoop, study its relevant properties and discuss the relationship between Bosbach
G-state and Riečan G-state.

Definition 4.1. Let A be a bounded semihoop. Two elements α, β ∈ A said to be
orthogonal, denoted by α ⊺ β, if α⋆⋆ ≤ β⋆.

For two orthogonal elements α, β ∈ A, we define a binary operation ⊎ on A by
α ⊎ β := β⋆ → α⋆⋆.

Example 4.2. In Example 3.7, we have a ⊺ b since a⋆⋆ = b = b⋆ and a ⊎ b = b⋆ →
a⋆⋆ = b → b = 1.

Proposition 4.3. Let A be a bounded semihoop. Then the following properties hold:
for any α, β ∈ A,

(1) α ⊺ β if and only if β ⊺ α,
(2) α ⊺ α⋆ and α ⊎ α⋆ = 1,
(3) α ⊺ 0 and α ⊎ 0 = α⋆⋆,
(4) if α ≤ β, then β⋆ ⊺ α.

Proof. (1) α ⊺ β if and only if α⋆⋆ ≤ β⋆ if and only if β⋆⋆ ≤ α⋆⋆⋆ = α⋆ if and only if
β ⊺ α.

(2) From α⋆⋆ ≤ α⋆⋆, α ⊺ α⋆. It follows that α ⊎ α⋆ = α⋆⋆ → α⋆⋆ = 1.
(3) From α⋆⋆ ≤ 1 = 0⋆, α ⊺ 0. It follows that α⊎ 0 = 0⋆ → α⋆⋆ = 1 → α⋆⋆ = α⋆⋆.
(4) From α ≤ β, β⋆⋆⋆ = β⋆ ≤ α⋆. Then β⋆ ⊺ α. □

Definition 4.4. Let (A,⊙,→,∧, 0, 1) be a bounded semihoop and (G,+,≤) be an
abelian ℓ-group. A Riečan G-state on A is a function s: A → G such that the
following conditions hold:

(RG1) s(1) is the largest element of Im(s),
(RG2) α ⊺ β implies s(α ⊎ β) = s(α) + s(β) for any α, β ∈ A.

Example 4.5 ([17]). Let A = {0, a, b, c, 1} be a chain with 0 < a < b < c < 1 and G
be an abelian ℓ-group in Example 3.3. Define operations ⊙ and → on A as follows:
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⊙ 0 a b c 1
0 0 0 0 0 0
a 0 0 0 0 a
b 0 0 0 0 b
c 0 0 0 a c
1 0 a b c 1

→ 0 a b c 1
0 1 1 1 1 1
a c 1 1 1 1
b c c 1 1 1
c b c c 1 1
1 0 a b c 1

Then (A,⊙,→,∧, 0, 1) is a bounded semihoop. We define a map s: A → G by

s(α) =


0 if α = 0
1 if α = a, b
2 if α = c
3 if α = 1

for all α ∈ A. One can check that s is a Riečan G-state on A.

Proposition 4.6. Let s be a Riečan G-state on a bounded semihoop A. Then the
following properties hold: for any α, β ∈ A,

(1) s(0) = 0G,
(2) s(α) + s(α⋆) = s(1),
(3) s(α⋆⋆) = s(α),
(4) α ≤ β implies s(α) ≤ s(β).

Proof. (1) From 0 ⊺ 0, s(0 ⊎ 0) = s(0) = s(0) + s(0). Then s(0) = 0.
(2) From α ⊺ α⋆, s(α ⊎ α⋆) = s(α⋆⋆ → α⋆⋆) = s(1) = s(α) + s(α⋆).
(3) From α ⊺ 0, we have

s(α ⊎ 0) = s(0⋆ → α⋆⋆) = s(1 → α⋆⋆) = s(α⋆⋆) = s(α) + s(0) = s(α) + 0 = s(α).

(4) Suppose α ≤ β Then from Proposition 4.2 (4), β⋆ ⊺ α. Thus we get

s(β⋆ ⊎ α) = s(α⋆ → β⋆⋆⋆) = s(α⋆ → β⋆) = s(β⋆) + s(α).

From (2), we have s(α⋆ → β⋆) = s(1) − s(β) + s(α). So we get

s(α) − s(β) = s(α⋆ → β⋆) − s(1) ≤ 0.

Hence s(α) ≤ s(β). □

Theorem 4.7. Let A be a bounded semihoop. Then each Bosbach G-state on A is
a Riečan G-state.

Proof. Let s be a Bosbach G-state on A. Then s(1) is the largest element of Im(s).
Let α⊺β, i.e., α⋆⋆ ≤ β⋆. Then α⋆⋆ → β⋆ = 1. Since s(β⋆)+s(β⋆ → α⋆⋆) = s(α⋆⋆)+
s(α⋆⋆ → β⋆), s(β⋆)+s(α⊎β) = s(α)+s(1). Thus s(1)−s(β)+s(α⊎β) = s(α)+s(1).
So s(α ⊎ β) = s(α) + s(β). Hence s is a Riečan G-state on A. □

Example 4.8. In Example 4.5, s is a Riečan G-state but it is not a Bosbach G-state
since s(a) + s(a → b) = 4 ̸= 3 = s(b) + s(b → a).

Example 4.8 shows that in a Riečan G-state is not necessarily a Bosbach G-state.
The following theorem will give the conditions under which a Riečan G-state is a
Bosbach G-state.

Theorem 4.9. Let A be a bounded semihoop with DNP. Then a Riečan G-state on
A is a Bosbach G-state.

100



Wang et al. /Ann. Fuzzy Math. Inform. 28 (2024), No. 1, 85–104

Proof. Let s be a Riečan G-state on A. Then s(1) is the largest element of Im(s).
From Proposition 4.6 (1), we have s(0) = 0G. Suppose α ⊺ β. Then α = α⋆⋆ ≤ β⋆.
Thus s(α ⊎ β) = s(β⋆ → α⋆⋆) = s(β⋆ → α) = s(α) + s(β). So we have

s(β⋆) + s(β⋆ → α) = s(α) + s(β) + s(β⋆) = s(α) + s(1).

Hence from Proposition 3.8 (2), s is a Bosbach G-state. □

5. G-states morphism

In this section, we study the G-states morphism on a bounded semihoop, give the
definition of a G-states morphism and study its properties.

Definition 5.1 ([20]). A strong unit of an abelian ℓ-group G is an element u ∈ G
such that for any x ∈ G, there is n ∈ N+ with x ≤ nu.

Let G be an abelian ℓ-group with a strong unit u. We define operations ⊙G and
→G as follows: for any x, y ∈ G,

x⊙G y = 0 ∨G (x + y − u), x →G y = u ∧G (u− x + y).

Proposition 5.2. The algebra Γ(G, u) = ([0, u],⊙G,→G,∧G, u) is a bounded semi-
hoop.

Proof. The proof is similar to [21, Example 5.1]. □

According to the Proposition 5.2 and some related knowledge, we can find that
semihoop-algebras and MV -algebras are the positive cone of an abelian ℓ-group and
ℓ-algebras are the negative cone of an abelian ℓ-group.

Definition 5.3. Let (A,⊙,→,∧, 0, 1) be a bounded semihoop. A G-state morphism
on A is a function s: A → Γ(G, u) such that: for any α, β ∈ A,

(GSM1) s(0) = 0G,
(GSM2) s(α → β) = s(α) →G s(β).

Example 5.4. In Example 3.3, putting n = u, then su is a G-state morphism.

Proposition 5.5. Let s be a G-state morphism on a bounded semihoop A. Then
s(1) = u.

Proof. Since s is a G-state morphism, thus s(0) = 0G. From s(1) = s(0 → α) =
s(0) →G s(α) = u ∧G (u− s(0) + s(α)) = u ∧G (u + s(α)) = u. □

Proposition 5.6. Let A be a bounded semihoop. Then every G-state morphism on
A is a Bosbach G-state.

Proof. Suppose that s is an G-state morphism on A. Then s(0) = 0G. Thus from
Proposition 5.4, we have that s(1) is the largest element of Im(s). Moreover, from
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Definition 5.3 and Lemma 2.8,

s(α) + s(α → β) = s(α) + (s(α) →G s(β))

= s(α) + u ∧G (u− s(α) + s(β))

= (u + s(α)) ∧G (u + s(β))

= s(β) + ((u− s(β) + s(α)) ∧G (u + s(β) − s(β)))

= s(β) + ((u− s(β) + s(α)) ∧G u)

= s(β) + (s(β) →G s(α))

= s(β) + s(β → α).

So s is a Bosbach G-state on A. □

Example 5.7. In Examlpe 3.3, putting n = u + 1. Then s is a Bosbach G-state
but it is not a G-state morphism since s(1) > u.

In order to study G-state morphism through Bosbach G-state, we will give the
following definition.

Definition 5.8. A Bosbach G-state s is said to be regular, if s(1) = u.

Let s be a regular Bosbach G-state. For any α ∈ A, as 0 ≤ α ≤ 1, 0 = s(0) ≤
s(α) ≤ s(1) = u. Then a regular Bosbach G-state s is a mapping from A to [0, u].

Proposition 5.9. Let s be a regular Bosbach G-state on a bounded semihoop A.
Then the following statements are equivalent: for any α, β ∈ A,

(1) s is a G-state morphism,
(2) s(α ∧ β) = s(α) ∧G s(β),
(3) s(α → β) = u ∧G (s(α⋆) + s(β)).

Proof. (1) ⇒ (2): Suppose s is a G-state morphism on A. Then by Proposition 3.8
(3) and Lemma2.8, we have

s(α ∧ β) + s(1) = s(α) + s(α → β)

= s(α) + (s(α) →G s(β))

= s(α) + (u ∧G (u− s(α) + s(β))

= (u + s(α)) ∧G (u + s(β))

= u + (s(α) ∧G s(β))

= s(1) + (s(α) ∧G s(β)).

Thus s(α ∧ β) = s(α) ∧G s(β).
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(2) ⇒ (3): Suppose (2) holds. Since s is a regular Bosbach G-state on A, from
Proposition 3.8 (3) and Lemma 2.8, we have

s(α) + s(α → β) = s(α ∧ β) + s(1)

= (s(α) ∧G s(β)) + s(1)

= (s(α) + s(1)) ∧G (s(β) + s(1))

= s(α) + ((s(1) + s(α) − s(α)) ∧G (s(1) − s(α) + s(β)))

= s(α) + (s(1) ∧G (s(1) − s(α) + s(β)))

= s(α) + (s(1) ∧G (s(α⋆) + s(β)))

= s(α) + (u ∧G (s(α⋆) + s(β))).

Then s(α → β) = u ∧G (s(α⋆) + s(β)).
(3) ⇒ (1): Suppose (3) holds. Since s is a regular Bosbach G-state on A, s(0) =

0G. Then we have

s(α → β) = u ∧G (s(α⋆) + s(β))

= u ∧G (s(1) − s(α) + s(β))

= u ∧G (u− s(α) + s(β))

= s(α) →G s(β).

Thus s is a G-state morphism on A. □

6. Conclusion

In this paper, we associate a bounded semihoop A with an ℓ-group G and intro-
duce G-states on A. In particular, we summarize some properties that are different
from the states on [0, 1].

• For a Bosbach state s on a bounded semihoop A, s satisfies s(1) = 1. However,
a Bosbach G-state on A may not be s(1) = 1, which is the largest element of Im(s).
Thus we can use Bosbach G-states to characterize the largest energy produced under
certain constraints.

• Let s1, s2 be two Bosbach G-states on a bounded semihoop A, where G is an
ℓ-ring. Then s = k1s1 +k2s2 is also a Bosbach G-state on A, for any 0 ≤ k1, k2 ∈ G,
which maintains any linear combination. Unlike Bosbach state on the interval [0, 1],
here 0 ≤ k1, k2 can take any element of G and do not need to satisfy the convex
combination.

• Let s be a G-state morphism on a bounded semihoop A. Since the elements in
abelian ℓ-group may not be comparable, some non-comparable physical quantities
can be inscribed by G-state morphism.

This paper is the first to introduce the notion of G-states on a logic algebra and
obtain some important conclusions. Since semihoops are fundamental residuated
structures, these properties and conclusions in this article can be applied to other
residuated structures.
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