
Annals of Fuzzy Mathematics and Informatics

Volume 21, No. 1, (February 2021) pp. 39–50

ISSN: 2093–9310 (print version)

ISSN: 2287–6235 (electronic version)

http://www.afmi.or.kr

https://doi.org/10.30948/afmi.2021.21.1.39

@FMI
c© Research Institute for Basic

Science, Wonkwang University

http://ribs.wonkwang.ac.kr

Multiplies of lattice implication algebras

Kyung Ho Kim

@FMI

@ F M I

@ F M I

@ F M I

@ F M I

@ F M I
@ F M I @ F M I

@ F M I @ F M I

@ F M I @ F M I

@ F M I @ F M I

@ F M I @ F M I

@ F M I @ F M I
@ F M I @ F M I

@ F M I @ F M I
@ F M I @ F M I
@ F M I @ F M I
@ F M I

Reprinted from the
Annals of Fuzzy Mathematics and Informatics

Vol. 21, No. 1, February 2021



Annals of Fuzzy Mathematics and Informatics

Volume 21, No. 1, (February 2021) pp. 39–50

ISSN: 2093–9310 (print version)

ISSN: 2287–6235 (electronic version)

http://www.afmi.or.kr

https://doi.org/10.30948/afmi.2021.21.1.39

@FMI
c© Research Institute for Basic

Science, Wonkwang University

http://ribs.wonkwang.ac.kr

Multiplies of lattice implication algebras

Kyung Ho Kim

Received 15 August 2020; Revised 30 August 2020; Accepted 8 September 2020
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1. Introduction

The concept of lattice implication algebra was proposed by Xu [1], in order to
establish an alternative logic knowledge representation. Also, in [2], Xu and Qin
discussed the properties lattice H implication algebras, and gave some equivalent
conditions about lattice H implication algebras. Xu and Qin [3] introduced the
notion of filters in a lattice implication, and investigated their properties. The
present author [4, 5] introduced the notion of derivation and f -derivation in lattice
implications algebras and obtained some related results. In this paper, we introduced
the notion of multiplier in lattice implication algebra, and considered the properties
of multipliers in lattice implication algebras. We give a set of conditions which are
equivalent to be an identity multiplier. Also, we characterized the fixed set Fixf (L)
and Kerf by multipliers. Moreover, we prove that if f is a multiplier of a lattice
implication algebra, every filter F is a f -invariant.
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2. Preliminaries

A lattice implication algebra is an algebra (L; ∧, ∨, ′,→, 0, 1) of type (2, 2, 1, 2, 0, 0),
where (L;∧,∨, 0, 1) is a bounded lattice, “ ′ ” is an order-reversing involution and “
→ ” is a binary operation, satisfying the following axioms: for all x, y, z ∈ L,

(L1) x→ (y → z) = y → (x→ z),
(L2) x→ x = 1,
(L3) x→ y = y′ → x′,
(L4) x→ y = y → x = 1⇒ x = y,
(L5) (x→ y)→ y = (y → x)→ x,
(L6) (x ∨ y)→ z = (x→ z) ∧ (y → z),
(L7) (x ∧ y)→ z = (x→ z) ∨ (y → z).

If L satisfies conditions (L1) – (L5), we say that L is a quasi lattice implication
algebra. A lattice implication algebra L is called a lattice H implication algebra, if
it satisfies x ∨ y ∨ ((x ∧ y)→ z) = 1 for all x, y, z ∈ L (see [1]).

In the sequel the binary operation “ → ” will be denoted by juxtaposition. We can
define a partial ordering “ ≤ ” on a lattice implication algebra L by x ≤ y if and
only if x→ y = 1 for all x, y ∈ L.

Theorem 2.1. In a lattice implication algebra L, the following hold:

(u1) 0→ x = 1, 1→ x = x and x→ 1 = 1,
(u2) x→ y ≤ (y → z)→ (x→ z),
(u3) x ≤ y implies y → z ≤ x→ z and z → x ≤ z → y,
(u4) x′ = x→ 0.
(u5) x ∨ y = (x→ y)→ y,
(u6) ((y → x)→ y′)′ = x ∧ y = ((x→ y)→ x′)′,
(u7) x ≤ (x→ y)→ y,

for all x, y, z ∈ L (see [1]).

Definition 2.2. In a lattice H implication algebra L, the following hold, for all
x, y, z ∈ L,

(u8) x→ (x→ y) = x→ y,
(u9) x→ (y → z) = (x→ y)→ (x→ z) (see [1]).

Definition 2.3. A subset F of a lattice implication algebra L is called a filter of L
it satisfies,

(F1) 1 ∈ F,
(F2) x ∈ F and x→ y ∈ F imply y ∈ F, for all x, y ∈ L (see [3]).

Definition 2.4. Let L1 and L2 be lattice implication algebras.

(i) A mapping f : L1 → L2 is an implication homomorphism, if f(x → y) =
f(x)→ f(y) for all x, y ∈ L1.

(ii) A mapping f : L1 → L2 is an lattice implication homomorphism, if f(x∨y) =
f(x) ∨ f(y), f(x ∧ y) = f(x) ∧ f(y), f(x′) = f(x)′ for all x, y ∈ L1 (see [2])
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3. Multipliers of lattice implication algebras

In what follows, let L denote a lattice implication algebra unless otherwise spec-
ified.

Definition 3.1. Let L be a lattice implication algebra. A map f : L→ L is called
a multiplier of L, if

f(x→ y) = x→ f(y)

for all x, y ∈ L.

Example 3.2. Let L be a lattice implication algebra. Then

(1) f(x) = 1 is a multiplier of L,
(2) f(x) = x is a multiplier of L.

Example 3.3. Let L := {0, a, b, c, 1}. Define the partial order relation on L as
0 < a < b < c < 1, and define

x ∧ y := min{x, y}, x ∨ y := max{x, y}

for all x, y ∈ L and “′”and “→” as follows:

x x′

0 1
a c
b b
c a
1 0

→ 0 a b c 1
0 1 1 1 1 1
a c 1 1 1 1
b b c 1 1 1
c a b c 1 1
1 0 a b c 1

Then (L,∨,∧, ′,→) is a lattice implication algebra. Define a map f : L→ L by

f(x) =


1 if x = c, 1

b if x = a

a if x = 0

c if x = b.

Then it is easy to check that f is a multiplier of lattice implication algebra L.

Example 3.4. Let L := {0, a, b, 1} be a set with the Cayley table.

x x′

0 1
a b
b a
1 0

→ 0 a b 1
0 1 1 1 1
a b 1 1 1
b a b 1 1
1 0 a b 1

For any x ∈ L, we have x′ = x → 0. The operations ∧ and ∨ on L are defined as
follows:

x ∨ y = (x→ y)→ y, x ∧ y = ((x′ → y′)→ y′)′.

Then (L,∨,∧, ′,→) is a lattice implication algebra. Define a map f : L→ L by
41
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f(x) =


1 if x = 1, b

a if x = 0

b if x = a.

Then it is easy to check that f is a multiplier of a lattice implication algebra L.

Proposition 3.5. Let f be a multiplier of L. Then the following conditions hold:

(1) f(1) = 1,
(2) x ≤ f(x) for all x ∈ L,
(3) f(x) = f(x) ∨ x for all x ∈ L.

Proof. (1) Let f be a multiplier of L. Then we have

f(1) = f(0→ 1) = 0→ f(1) = 1.

(2) Let f be a multiplier of L. Then by (1), for all x ∈ L,
x→ f(x) = f(x→ x) = f(1) = 1

which implies x ≤ f(x).
(3) For all x ∈ L, we have

f(x) ∨ x = (f(x)→ x)→ x = (x→ f(x))→ f(x) = 1→ f(x) = f(x)

from (2). �

Let L be a lattice implication algebra and let f be a multiplier of L. If x ≤ y
implies f(x) ≤ f(y), f is said to be isotone.

Example 3.6. In Example 3.4, f is an isotone multiplier of L.

Proposition 3.7. Let f be a multiplier of L and let f be an implication homomor-
phism on L. Then f is isotone.

Proof. Let x ≤ y for all x, y ∈ L. Then x→ y = 1. Now f(x)→ f(y) = f(x→ y) =
f(1) = 1, which implies f(x) ≤ f(y). This completes the proof. �

Proposition 3.8. Let f be a multiplier of L. Then we have f(x)→ f(y) ≤ f(x→ y)
for all x, y ∈ L.

Proof. Since x ≤ f(x) for all x ∈ L, it follows from (u3) that f(x) → f(y) ≤ x →
f(y) = f(x→ y) for all x, y ∈ L.

�

Proposition 3.9. Let f be a multiplier of L and let f be non-expansive. Then f is
an implication homomorphism on L.

Proof. Let f be a multiplier of L and non-expansive. Then we have f(x) ≤ x. Hence
f(x→ y) = x→ f(y) ≤ f(x)→ f(y) by (u3) and so f(x)→ f(y) = f(x→ y), from
Proposition 3.8 and (L4). This completes the proof.

�

Proposition 3.10. Let L be a lattice implication algebra with x → y = y → x for
all x, y ∈ L. Then every idempotent multiplier of L is an implication homomorphism
on L.
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Proof. Let f be an idempotent multiplier of L. Then f2(x) = f(x) for all x ∈ L.
Thus for all x, y ∈ L,

f(x→ y) = f2(x→ y) = f(f(x→ y))

= f(x→ f(y)) = f(f(y)→ x)

= f(y)→ f(x) = f(x)→ f(y),

which implies that f is an implication homomorphism on L.
�

Proposition 3.11. Let L be a lattice implication algebra and let f be a multiplier
of L. Then f : L→ L is an identity map if it satisfies f(x)→ y = x→ f(y) for all
x, y ∈ L.

Proof. Let x → f(y) = f(x) → y for all x, y ∈ L. Then f(x) = f(1 → x) = 1 →
f(x) = f(1)→ x = 1→ x = x. Thus f is an identity map of L.

�

Theorem 3.12. If f is a multiplier of L and f is an implication homomorphism
on L, then f is idempotent.

Proof. Let f be a multiplier of L. Then for all x ∈ L, we have

f(x)→ f(f(x)) = f(f(x)→ f(x)) = f(1) = 1.

Thus f(x) ≤ f(f(x)). Also, since f is an implication homomorphism on L, we have

f(f(x))→ f(x) = f(f(x)→ x) = f(x)→ f(x) = 1.

So f(f(x)) ≤ f(x). Hence f(f(x)) = f(x).
�

Theorem 3.13. Let L be a lattice implication algebra and f a multiplier of L. Then
f is one to one if and only if f is an identity multiplier of L.

Proof. Sufficiency is obvious. Suppose that f is one to one. For every x ∈ L, we
have

f(f(x)→ x) = f(x)→ f(x) = 1 = f(1)

and so f(x)→ x = 1, i.e., f(x) ≤ x. Since x ≤ f(x) for all x ∈ L, from Proposition
3.5, it follows that f(x) = x, which implies that f is the identity multiplier.

�

In general, every multiplier of L need not be identity. However, in the following
theorem, we give a set of conditions which are equivalent to be an identity multiplier
of L.

Theorem 3.14. Let L be a lattice implication algebra. A multiplier f of L is an
identity map if and only if the following conditions are satisfied for all x, y ∈ L,

(1) f is idempotent, i.e., f2(x) = f(x),
(2) f(x→ y) = f(x)→ f(y),
(3) f2(x)→ y = f(x)→ f(y).
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Proof. The condition for necessary is trivial. For sufficiency, assume that (1) and (2)
hold. Then for x, y ∈ L, we get f(x)→ y = f2(x)→ y = f(x)→ f(y) = f(x→ y).
Also, by the definition of the multiplier, we have f(x→ y) = x→ f(y). Thus

f(x→ y) = x→ f(y) = f(x)→ y.

So by the Proposition 3.11, f is an identity multiplier of L.
�

Let L be a lattice implication algebra and f1, f2 two self-maps. We define f1 ◦f2 :
L→ L by

(f1 ◦ f2)(x) = f1(f2(x))

for all x ∈ L.

Proposition 3.15. Let L be a lattice implication algebra and f1, f2 two multipliers
of L. Then f1 ◦ f2 is also a multiplier of L.

Proof. Let L be a lattice implication algebra and f1, f2 two multipliers of L. Then
we have

(f1 ◦ f2)(a→ b) = f1(f2(a→ b))

= f1(a→ f2(b))

= a→ f1(f2(b))

= a→ (f1 ◦ f2)(b)

for any a, b ∈ L. This completes the proof.
�

We define x t y by
x t y = (x→ y)→ y

for all x, y ∈ X.

Let L be a lattice implication algebra and f1, f2 two self maps. We define f1tf2 :
L→ L by

(f1 t f2)(x) = f1(x) t f2(x)

for all x ∈ L.

Proposition 3.16. Let L be a lattice H implication algebra and let f1, f2 be two
multipliers of L. Then f1 t f2 is also a multiplier of L.

Proof. Let L be a lattice H implication algebra and let f1, f2 be two multipliers of
L. Then we have, for all a, b ∈ L,

(f1 t f2)(a→ b) = f1(a→ b) t f2(a→ b) = a→ f1(b) t a→ f2(b)

= ((a→ f1(b))→ (a→ f1(b)))→ (a→ f2(b))

= (a→ (f1(b)→ f2(b)))→ (a→ f2(b))

= a→ ((f1(b)→ f2(b))→ f2(b))

= a→ (f1(b) t f2(b))

= a→ (f1 t f2)(b).
44
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This completes the proof. �

Let L be a lattice implication algebra and f1, f2 two self-maps. We define f1∨f2 :
L→ L by

(f1 ∨ f2)(x) = f1(x) ∨ f2(x)

for all x ∈ L.

Proposition 3.17. Let L be a lattice H implication algebra and f1, f2 two multipliers
of L. Then f1 ∨ f2 is also a multiplier of L.

Proof. Let L be a lattice H implication algebra and f1, f2 two multipliers of L. Then
we have

(f1 ∨ f2)(a→ b) = f1(a→ b) ∨ f2(a→ b) = (a→ f1(b)) ∨ (a→ f2(b))

= ((a→ f1(b))→ (a→ f2(b)))→ (a→ f2(b))

= (a→ (f1(b)→ f2(b)))→ (a→ f2(b))

= a→ ((f1(b)→ f2(b))→ f2(b))

= a→ (f1(b) ∨ f2(b))

= a→ (f1 ∨ f2)(b)

for any a, b ∈ L. This completes the proof.
�

Let L1 and L2 be two lattice implication algebras. Then L1 ×L2 is also a lattice
implication algebra with respect to the point-wise operation given by

(a, b)→ (c, d) = (a→ c, b→ d)

for all a, c ∈ L1 and b, d ∈ L2.

Theorem 3.18. Let L1 and L2 be two lattice implication algebras. Define a map
f : L1 × L2 → L1 × L2 by f(x, y) = (x, 1) for all (x, y) ∈ L1 × L2. Then f is a
multiplier of L1 × L2 with respect to the point-wise operation.

Proof. Let (x1, y1), (x2, y2) ∈ L1 × L2. The we have

f((x1, y1)→ (x2, y2)) = f(x1 → x2, y1 → y2)

= (x1 → x2, 1)

= (x1 → x2, y1 → 1)

= (x1, y1)→ (x2, 1)

= (x1, y1)→ f(x2, y2).

Therefore f is a multiplier of the direct product L1 × L2.
�

Let f be a multiplier of L. Define a set Fixf (L) by

Fixf (L) := {x ∈ L | f(x) = x}
for all x ∈ L.
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Proposition 3.19. Let f be a multiplier of L. If x ∈ Fixf (L). Then we have

n︷ ︸︸ ︷
(f ◦ f ◦ f · · · ◦f)(x) = x.

Proof. By definition of Fixf (L), the proof is straightforward.
�

Proposition 3.20. Let L be a lattice implication algebra and let f be a multiplier
of L. Then we have the following properties:

(1) if x ∈ L and y ∈ Fixf (L), we have x→ y ∈ Fixf (L),
(2) if y ∈ Fixf (L), x ∨ y ∈ Fixf (L) for all x ∈ L.

Proof. (1) Let x ∈ L and y ∈ Fixf (L). Then we have f(y) = y. Thus we get

f(x→ y) = x→ f(y)

= x→ y.

(2) Let x ∈ L and y ∈ Fixf (L). Then we get

f(x ∨ y) = f((x→ y)→ y)

= (x→ y)→ f(y)

= (x→ y)→ y) = x ∨ y.

�

Proposition 3.21. Let L be a lattice implication algebra and let f be a multiplier
of L. If x ≤ y and x ∈ Fixf (L), then we have y ∈ Fixf (L).

Proof. Let x ≤ y and x ∈ Fixf (L). Then we have x → y = 1 and f(x) = x. Thus
we get

f(y) = f((1→ y) = f((x→ y)→ y) = f(x ∨ y) = x ∨ y = y

from Proposition 3.20 (2).
�

Let us recall from Proposition 3.16 that the composition of two multipliers f and
g of an almost distributive lattice L is a multiplier of L where (f ◦ g)(x) = f(g(x))
for all x ∈ L.

Theorem 3.22. Let f and g be two idempotent multipliers of L such that f◦g = g◦f.
Then the following conditions are equivalent:

(1) f = g,
(2) f(L) = g(L),
(3) Fixf (L) = Fixg(L).

Proof. (1) ⇒ (2): It is obvious.
(2) ⇒ (3): Assume that f(L) = g(L). Let x ∈ Fixf (L). Then x = f(x) ∈ f(L) =

g(L). Thus x = g(y) for some y ∈ L. Now g(x) = g(g(y)) = g2(y) = g(y) = x.
So x ∈ Fixg(L). Hence Fixf (L) ⊆ Fixg(L). Similarly, we can obtain Fixg(L) ⊆
Fixf (L). Therefore Fixf (L) = Fixg(L).
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(3) ⇒ (1): Assume that Fixf (L) = Fixg(L). Let x ∈ L. Since f(x) ∈ Fixf (L) =
Fixg(L), we have g(f(x)) = f(x). Also, we obtain g(x) ∈ Fixg(L) = Fixf (L). Then
we get f(g(x)) = g(x). Thus we have

f(x) = g(f(x)) = (g ◦ f)(x) = (f ◦ g)(x) = f(g(x)) = g(x).

So f and g are equal in the sense of mappings.
�

Let L be a lattice implication algebra. Then, for each a ∈ L, we define a map
fa : L→ L by

fa(x) = a→ x

for all x ∈ L.

Proposition 3.23. For each a ∈ L, the map fa is a multiplier of L.

We call the multiplier fa of Proposition 3.23 as simple multiplier. Let us denote
S(L) by the set of all simple multipliers on L.

Proof. Suppose that fa is a map defined by fa(x) = a→ x for each x ∈ L. Then for
any x, y ∈ L, we have

fa(x→ y) = a→ (x→ y) = x→ (a→ y) = x→ fa(y).

Thus fa is a multiplier of L.
�

Proposition 3.24. Let L be a lattice H-implication algebra. Then the map fa is an
isotone multiplier of L.

Proof. Let x, y ∈ L be such that x ≤ y. Then we get x → y = 1. Thus fa(x) →
fa(y) = (a → x) → (a → y) = a → (x → y) = a → 1 = 1, which implies
fa(x) ≤ fa(y). This completes the proof.

�

Proposition 3.25. Let L be a lattice H-implication algebra. Then the map fa is an
implication homomorphism on L.

Proof. Let x, y ∈ L. Then we get fa(x → y) = a → (x → y) = (a → x) → (a →
y) = fa(x)→ fa(y) for every x, y ∈ L. This completes the proof.

�

Proposition 3.26. Let L be a lattice implication algebra. Then, for each p ∈ L, we
have αp(x ∨ p) = 1.

Proof. For p ∈ L, we have

αp(x ∨ p) = αp((p→ x)→ x) = p→ ((p→ x)→ x)

= (p→ x)→ (p→ x) = 1,

for any x ∈ L. This completes the proof.
�
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Theorem 3.27. Let L be a lattice implication algebra. Then the following properties
hold for all p, q ∈ L.

(1) The simple multiplier f1 is an identity function on L.
(2) If p ≤ q, then fq ≤ fp.
(3) If p 6= q, then fq 6= fp.
(4) fp(x t p) = 1, for all x ∈ L.

Proof. (1) For every x ∈ L, we have f1(x) = 1→ x = x.
(2) Let p ≤ q. Then we get q → x ≤ p → x, Thus fq(x) ≤ fp(x) for all x ∈ L.

That is, fq ≤ fp.
(3) Let fq = fp. so fq(x) = fp(x) for all x ∈ L. This implies p → x = q → x for

all x ∈ L. Now if x = p, then p → p = q → p, which implies q → p = 1, that is
q ≤ p. if x = q, then p → q = q → q, which implies p → q = 1, that is p ≤ q. Thus
p = q, which is a contradiction. So if p 6= q, then fq 6= fp.

(4) For every p ∈ L, we have

fp(x t p) = fp(p→ x)→ x) = p→ ((p→ x)→ x)

= (p→ x)→ (p→ x) = 1.

�

For any fa, fb ∈ S(L), define two binary operations

(fp ∧ fq)(x) = fp(x) ∧ fq(x), (fp ∨ fq)(x) = fp(x) ∨ fq(x)

for any p, q, x ∈ L.

Lemma 3.28. Let fp, fq ∈ S(L). Then we have for all p, q ∈ L,

fp ∧ fq ∈ S(L) and fp ∨ fq ∈ S(L).

Proof. Let fp, fq ∈ S(L). Then we have for all x ∈ L,
(fp ∧ fq)(x) = fp(x) ∧ fq(x) = (p→ x) ∧ (q → x)

= (p ∨ q)→ x = f(p∨q)(x).

Since p ∨ q ∈ L, we have fp ∧ fq ∈ S(L).
Also, for every x ∈ L, we get

(fp ∨ fq)(x) = fp(x) ∨ fq(x) = (p→ x) ∨ (q → x)

= (p ∧ q)→ x = f(p∧q)(x).

Since p ∧ q ∈ L, we have fp ∨ fq ∈ S(L).
�

By using the Lemma 3.28, we have the the following theorem.

Theorem 3.29. Let L be a lattice implication algebra. Then S(L) is a bounded
∧-semilattice with top element f0 and bottom element f1.

Proposition 3.30. For any p ∈ L, the mapping βp(a) = p→ (p→ a) is a multiplier
of L.
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Proof. Let p ∈ L. Then we have

βp(a→ b) = p→ (p→ (a→ b))

= p→ (a→ (p→ b))

= a→ (p→ (p→ b))

= a→ βp(b)

for all a, b ∈ L. This completes the proof.
�

Proposition 3.31. Let L be a lattice H implication algebra. For any p ∈ L, the
multiplier βp(a) = p→ (p→ a) is a homomorphism of L.

Proof. Let p ∈ L. Then we have

βp(a→ b) = p→ (p→ (a→ b))

= p→ ((p→ a)→ (p→ b))

= (p→ (p→ a))→ (p→ (p→ b))

= βp(a)→ βp(b)

for all a, b ∈ L. This completes the proof.
�

Proposition 3.32. Let L be a lattice implication algebra. If a ≤ b for any a, b ∈ L,
we have βp(a→ b) = 1.

Proof. Let a and b be such that a ≤ b. Then a→ b = 1. Thus we have βp(a→ b) =
βp(1) = p→ (p→ 1) = p→ 1 = 1. This completes the proof.

�

Let L be a lattice implication algebra and let f be a multiplier of L. Define a
Kerf by

Kerf = {x ∈ L | f(x) = 1}.

Proposition 3.33. Let f be a multiplier of a lattice implication algebra L. If f is
an implication homomorphism on L, Kerf is a filter of L.

Proof. Clearly, 1 ∈ Kerf. Let x, x→ y ∈ Kerf. Then f(x) = 1 and f(x → y) = 1.
Thus we have

1 = f(x→ y) = f(x)→ f(y) = 1→ f(y) = f(y),

which implies y ∈ Kerf.
�

Proposition 3.34. Let L be a lattice implication algebra and let f be a multiplier
of L. If y ∈ Kerf, then we have x ∨ y ∈ Kerf for all x ∈ L.

Proof. Let f be a multiplier of L and y ∈ Kerf. Then we get f(y) = 1, and thus

f(x ∨ y) = f((x→ y)→ y) = (x→ y)→ f(y) = (x→ y)→ 1 = 1.

So we have x ∨ y ∈ Kerf.
�
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Proposition 3.35. Let L be a lattice implication algebra and f be a multiplier of
L. If x ≤ y and x ∈ Kerf, then y ∈ Kerf.

Proof. Let x ≤ y and x ∈ Kerf. Then we get x→ y = 1 and f(x) = 1, and thus

f(y) = f(1→ y) = f((x→ y)→ y)

= f((y → x)→ x) = (y → x)→ f(x)

= (y → x)→ 1 = 1.

So we have y ∈ Kerf.
�

Proposition 3.36. Let L be a lattice implication algebra and let f be a multiplier
of L. If y ∈ Kerf, then we have x→ y ∈ Kerf for all x ∈ L.

Proof. Let y ∈ Kerf. Then f(y) = 1. Thus we have

f(x→ y) = x→ f(y) = x→ 1 = 1.

So we get x→ y ∈ Kerf.
�

Definition 3.37. Let L be a lattice implication algebra. A nonempty subset F of
L is said to be a f -invariant, if f(F ) ⊆ F where f(F ) = {f(x) | x ∈ F}.

Theorem 3.38. Let L be a lattice implication algebra and let f be a multiplier of
L. Then every filter F is a f -invariant.

Proof. Let F be a filter of L. Let y ∈ f(F ). Then y = f(x) for some x ∈ F. It follows
that x → y = x → f(x) = 1 ∈ F, which implies y ∈ F. Thus f(F ) ⊆ F. So F is a
f -invariant.

�

.
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