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Abstract. Quasi-probability is a fuzzy measure. This paper will fur-
ther discussed its properties. Bases on quasi-probability theory, modeling
renewal precesses for quasi-random variables are investigated. First, a re-
newal process with independent fuzzy interarrival times is explored, some
limit theorems on renewal variable and average renewal time are obtained,
and a fuzzy elementary renewal theorem is proved. Second, a renewal
reward process with fuzzy interarrival times and rewards is investigated,
and the limit theorems on reward rate in quasi-probability measure are de-
rived. All obtained results are natural extensions of the classical stochastic
renewal process to the case where the measure tool is fuzzy.
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1. Introduction

Probability theory is an efficient mathematical tool to handle the behaviors of
random phenomena. Based on probability theory, stochastic renewal theory has
been well developed in the past decades. In classical stochastic renewal process,
the interarrival times and rewards are assumed to be independent and identically
distributed random variables. In this condition, the authors of [15] and [23] have
investigated elementary renewal theorem, delay renewal theorem and renewal reward
theorem, and the papers [1, 3, 16, 24] have shown some applications of stochastic
renewal process.

In this paper we study renewal process in fuzzy environments. In fuzzy systems,
information and cost variables are usually vague or imprecise which is essentially
different from the probabilistic variability [5, 6, 7], [10, 11, 12], [17, 18, 19, 20, 21]
and [25, 26, 27, 28]. So it will be more reasonable to apply quasi-probability measure,
which is an important extension of probability measure [2, 14, 22] in terms of their
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non-additive behavior and capacity of dealing with fuzziness, to investigate such
renewal processes. Quasi-probability measure was introduced by Wang Zhenyuan
[19], which offered an efficient tool to deal with fuzzy information fusion, subjective
judgement, decision making, and so forth [4], [8], [9], [29].

Fuzzy renewal processes have been discussed in [6, 7], [12], [20, 21], [28]. Among
them, a fuzzy renewal process was studied in [28]. Going deeper with the results in
[28], a fuzzy alternating renewal process was explored in [12]; and the fuzzy renewal
processes with T-independent variables and the corresponding fuzzy renewal theo-
rems for the long-term expected renewal rate (reward rate) have been well developed
in [20]. Up to now, the renewal processes for quasi-probability measure have not
been investigated. To this end, this paper discusses the modeling of renewal pro-
cesses on quasi-probability space. The work helps to build important theoretical
foundations for the development of quasi-probability measure theory.

The paper is organized as follows: Section 1 is for introduction. In Section 2 some
preliminaries are given. In Section 3 we define and study fuzzy renewal process.
Fuzzy renewal reward process are shown in Section 4 and, ultimately, Section 5 is
for conclusions.

2. Preliminaries

In this section, the definition and the properties of quasi- probability measure
will be given. Then the quasi-random variables and its expected value will also be
introduced. Some interested readers can refer to the book [19] for more details on
quasi- probability measure theory.

2.1. The definition and properties of quasi-probability measure.
In this paper, let X be a nonempty set and (X,F) be a measurable space. Here

F is a σ−algebra of X. If A ∈ F , then the complement of A is denoted by Ac.

Definition 2.1 ([19]). Let α ∈ (0,+∞], an extended real function is called a T-
function iff θ : [0, a] → [0,+∞] is continuous, strictly increasing, and such that
θ(0) = 0, θ−1({∞}) = ∅ or {∞}, according to a being finite or not.

Suppose that α ∈ (0,+∞], an extended real function θ : [0, a]→ [0,+∞] is called
a regular function, if θ is continuous, strictly increasing, and θ(0) = 0, θ(1) = 1 [8].

Obviously, if θ is a regular function, then θ−1 is also a regular function.

Definition 2.2 ([19]). µ is called quasi-additive iff there exists a T-function θ ,
whose domain of definition contains the range of µ , such that the set function θ ◦µ
defined on F by (θ ◦ µ)(E) = θ [µ(E)] (∀E ∈ F), is additive; µ is called a quasi-
measure iff there exists a T-function θ such that θ ◦ µ is a classical measure on F .
The T-function θ is called the proper T-function of µ.

Definition 2.3. Let µ be a quasi-measure on F , if θ is a regular T-function of µ,
and µ(X) = 1, then µ is called a quasi-probability. The triplet (X,F , µ) is called a
quasi-probability space.

Example 2.4. Let µ be a probability measure. From Definition 2.3, we know that
µ is a quasi-probability with θ(x) = x as its T-function.
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Example 2.5 ([19]). Suppose that X = {1, 2, · · · , n}, ρ(X) is the power set of X.
If

µ(E) = (
|E|
n

)2,

where |E| is the number of those points that belong to E, then µ is a quasi-probability
with θ(x) =

√
x, x ∈ [0, 1] as its T-function.

Theorem 2.6 ([19]). (1) Any quasi-measure on a semiring is a quasi-additive fuzzy
measure.

(2) Any quasi-additive fuzzy measure on a ring is a quasi-measure.

Theorem 2.7 ([29]). Let µ be a quasi-probability. Then µ(∅) = 0.

Theorem 2.8. Let µ be a quasi-probability on F and A,B ∈ F . Then we have :
(1) If A ⊂ B, then µ(A) < µ(B).
(2) If µ(A) = 0, then µ(Ac) = 1.
(3) µ(A

⋃
B) ≤ θ−1[(θ ◦ µ)(A) + (θ ◦ µ)(B)].

Definition 2.9. Let (X,F , µ) be a quasi- probability space and ξ = ξ(ω), ω ∈ F ,
be a real set function on F . For any given real number x, if {ω| ξ(ω) ≤ x} ∈ F ,
then ξ is called a quasi-random variable, denoted by q-random variable.

Definition 2.10. The distribution function of q-random variable ξ is defined by

Fµ(x) = µ{ω ∈ F| ξ(ω) ≤ x}.

Let ξ and η be two q-random variables. ∀x, y ∈ R, if

µ(ξ ≤ x, η ≤ y) = θ−1[(θ ◦ µ)(ξ ≤ x) · (θ ◦ µ)(η ≤ y)],

then ξ and η are independent q-random variables.
The q-random variables ξ1, ξ2, ..., ξn ... are said to be identically distribution iff

µ{ξi ∈ B} = µ{ξj ∈ B}, i, j = 1, 2, ...

for any Borel set B of R [8].

Definition 2.11 ([8]). Let ξ be a q-random variable whose distribution function is

Fµ(x). If
∫ +∞
−∞ |x|dFµ(x) < ∞, then the expected value of ξ is defined by Eµ[ξ] =∫ +∞

−∞ xdFµ(x).

Theorem 2.12 ([8]). Let ξ1, ξ2, ... ξn, ... be a sequence of q-random variables with
finite expected values. Then

(1) For any constant λ, Eµ[λξ] = λEµ[ξ].
(2) For any m ≥ 1, Eµ[Σmi=1ξi] = Σmi=1Eµ[ξi].
(3) If ξ1, ξ2 are independent and identically distributed q-random variables and

ξ1 ≤ ξ2, then Eµ[ξ1] ≤ Eµ[ξ2].

Theorem 2.13 ([8]). Suppose that ξ1, ξ2, ... ξn are independent q-random variables.
If n partial derivations of θ−1 are continuous, then

Eµ[ξ1ξ2...ξn] = CnαEµ[ξ1]Eµ[ξ2]...Eµ[ξn].

Here Cnα is a constant.
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2.2. Convergence concepts of q-random variables sequence.

Definition 2.14. Suppose that ξ1, ξ2, ..., ξn, ... is a sequence of q-random variables.
If there exists a q-random variable ξ, such that ∀ε > 0,

lim
n→∞

µ{| ξn − ξ |≥ ε} = 0,

namely,

lim
n→∞

µ{| ξn − ξ |< ε} = 1,

then we say that {ξn} converges in quasi-probability to ξ. Denoted by

ξn → ξ (µ).

Definition 2.15. Suppose that ξ, ξ1, ξ2, ..., ξn, ... are q-random variables defined
on the quasi-probability space (X,F , µ). If

µ{ lim
n→∞

ξn = ξ} = 1,

then we say that {ξn} converges almost surely to ξ. Denoted by

lim
n→∞

ξn = ξ (µ− a.s.).

Theorem 2.16 ([29]). Suppose that ξ, ξ1, ξ2, ..., ξn, ... are q-random variables
defined on the quasi-probability space (X,F , µ). If {ξn} converges almost surely to
ξ, then {ξn} converges in quasi-probability to ξ.

Theorem 2.17 ([8]). (Law of large numbers) Let ξ1, ξ2, · · · , ξn, · · · be the inde-
pendent and identical distributed q-random variables, ξn have the same finite expected
value, that is ∀n, Eµ[ξn] = a, then we have

1

n

n∑
k=1

ξk − E

(
1

n

n∑
k=1

ξk

)
→ 0 (µ).

3. Fuzzy renewal process

In the section, we will discuss renewal process for q-random variables. For each
integer n, let q-random variable ξn, defined on the quasi- probability space (X, F ,
µ), be the interarrival time between the (n− 1)th and nth event.

Definition 3.1. Suppose that ξ1, ξ2, · · · , ξn, · · · are the positive independent and
identical distributed q-random variables, defined S0 = 0 and Sn = ξ1 + ξ2 + · · ·+ ξn
for n ≥ 1. Then

N(t) = max
n≥0
{n|Sn ≤ t}

is called a renewal process.

Example 3.2. There are many ships enter a port. Let Sn denote the time of the nth
ship entering the port, n = 1, 2, · · · , if ξ1 = S1, ξ2 = S2 − S1, · · · , then ξ1, ξ2, · · ·
are independent and identical distributed q-random variables. And

N(t) = max
n≥0
{n|ξ1 + ξ2 + · · ·+ ξn ≤ t}

is a renewal process.
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If ξ1, ξ2, · · · , ξn, · · · denote the interarrival times of successive events. Then
Sn, a stationary independent increment process with respect to n, can be regarded
as the waiting time until the occurrence of the nth event, and the renewal process
N(t) is the number of renewal in (0, t].

According to Definition 3.1, for any time t and integer n, we can obtain the
following fundamental relationships [13]:

N(t) ≥ n⇔ Sn ≤ t, N(t) ≤ n⇔ Sn+1 > t.

It follows from the fundamental relationships that N(t) ≥ n is equivalent to
Sn ≤ t and N(t) ≤ n is equivalent to Sn+1 > t, thus we have

µ{N(t) ≥ n} = µ{Sn ≤ t}, µ{N(t) ≤ n} = µ{Sn+1 > t}.

Theorem 3.3. Let N(t) be a renewal process with interarrival times ξ1, ξ2, · · · ,
Sn = ξ1 + ξ2 + · · ·+ ξn, and Eµ[ξk] = u exists, k = 1, 2, · · · . Noting that

A = { lim
t→∞

N(t) = +∞},

then µ{A} = 1. And if N(t) ∈ A, we have

SN(t)

N(t)
→ u (µ).

Proof. Let N(+∞) = limt→∞N(t) denote to the total numbers of renewal occur-
rence. Because

{N(+∞) < +∞} ⇔ {ξn = +∞, for some n} ⇔

{
+∞⋃
n=1

(ξn = +∞)

}
,

we have

µ{N(+∞) < +∞} = µ{ξn = +∞, for some n} = µ

{
+∞⋃
n=1

(ξn = +∞)

}

≤ θ−
[

+∞∑
n=1

(θ ◦ µ){ξn = +∞}

]
= θ−(0) = 0.

By virtue of Theorem 2.8,

µ{A} = µ{N(+∞) = +∞} = 1.

On the other hand,
SN(t)

N(t) is the average of the former N(t) renewal interarrival

times. According to the law of large numbers (Theorem 2.17), when N(t) → +∞,
SN(t)

N(t) → u. And

lim
t→∞

N(t) = +∞,
thus we have

SN(t)

N(t)
→ u (µ).

The proof of the theorem is completed. �

Lemma 3.4. Let N(t) be a renewal process with interarrival times ξ1, ξ2, · · · , then

1

N(t)
→ 0 (µ).
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Proof. Since

µ{N(+∞) = +∞} = 1,

we have

µ
{

lim
t→∞

N(t) = +∞
}

= µ

{
lim
t→∞

1

N(t)
= 0

}
= 1.

It follows from Definition 2.15 that

1

N(t)
→ 0 (µ− a.s.).

According to Theorem 2.16,

1

N(t)
→ 0 (µ)

is valid. �

Theorem 3.5. Let N(t) be a renewal process with interarrival times ξ1, ξ2, · · · ,
and Eµ[ξk] = u exists, k = 1, 2, · · · . Noting that

A = { lim
t→∞

N(t) = +∞}.

If N(t) ∈ A, then we have

N(t)

t
→ 1

u
(µ).

Proof. Since SN(t) is the time of the last renewal prior to or at time t, and SN(t)+1

is the time of the first renewal after time t, we have

SN(t) ≤ t < SN(t)+1,

which implies

SN(t)

N(t)
≤ t

N(t)
<
SN(t)+1

N(t)
.

It follows from Theorem 3.3 that for any ε > 0,

lim
t→∞

µ

{∣∣∣∣SN(t)

N(t)
− u
∣∣∣∣ ≥ ε} = 0.

Now we prove

lim
t→∞

µ

{∣∣∣∣SN(t)+1

N(t)
− u
∣∣∣∣ ≥ ε} = 0.

According to [20], for any ε ∈ (0, 1), we can have{∣∣∣∣SN(t)+1

N(t)
− u
∣∣∣∣ ≥ ε}

⊆
{

1

N(t)
·
∣∣∣∣ SN(t)+1

N(t) + 1
− u
∣∣∣∣ ≥ ε

3

}⋃{∣∣∣∣ SN(t)+1

N(t) + 1
− u
∣∣∣∣ ≥ ε

3

}⋃{
u · 1

N(t)
≥ ε

3

}
.
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Which implies

µ

{∣∣∣∣SN(t)+1

N(t)
− u
∣∣∣∣ ≥ ε}

≤ µ
({

1

N(t)
·
∣∣∣∣ SN(t)+1

N(t) + 1
− u
∣∣∣∣ ≥ ε

3

}⋃{∣∣∣∣ SN(t)+1

N(t) + 1
− u
∣∣∣∣ ≥ ε

3

}⋃{
u · 1

N(t)
≥ ε

3

})
≤ θ−1

[
(θ ◦ µ)

{
1

N(t)
≥ ε

3

}
+ 2(θ ◦ µ)

{∣∣∣∣ SN(t)+1

N(t) + 1
− u
∣∣∣∣ ≥ ε

3

}
+ (θ ◦ µ)

{
1

N(t)
≥ ε

3u

}]
.

By Lemma 3.4 and Theorem 3.3, the following equality

lim
t→∞

µ

{∣∣∣∣SN(t)+1

N(t)
− u
∣∣∣∣ ≥ ε} = 0

is true.
It follows from [20] that for all 0 < ε < 1

u ,{∣∣∣∣ N(t)

SN(t)
− 1

u

∣∣∣∣ ≥ ε} ⊆ {∣∣∣∣SN(t)

N(t)
− u
∣∣∣∣ ≥ u2ε

1 + uε

}
.

By virtue of Theorem 3.3, we have

lim
t→∞

µ

{∣∣∣∣ N(t)

SN(t)
− 1

u

∣∣∣∣ ≥ ε} ≤ lim
t→∞

µ

{∣∣∣∣SN(t)

N(t)
− u
∣∣∣∣ ≥ u2ε

1 + uε

}
= 0.

In the similar way, we can obtain

lim
t→∞

µ

{∣∣∣∣ N(t)

SN(t)+1
− 1

u

∣∣∣∣ ≥ ε} = 0.

Since
N(t)

SN(t)+1
<
N(t)

t
<
N(t)

SN(t)
,

by the same way as [20], we can prove that for any ε > 0,

lim
t→∞

µ

{∣∣∣∣N(t)

t
− 1

u

∣∣∣∣ ≥ ε}
= lim
t→∞

µ

({
N(t)

t
≥ 1

u
+ ε

}⋃{
N(t)

t
≤ 1

u
− ε
})

≤ lim
t→∞

θ−1

[
(θ ◦ µ)

{
N(t)

t
≥ 1

u
+ ε

}
+ (θ ◦ µ)

{
N(t)

t
≤ 1

u
− ε
}]

≤ lim
t→∞

θ−1

[
(θ ◦ µ)

{∣∣∣∣ N(t)

SN(t)
− 1

u

∣∣∣∣ ≥ ε}+ (θ ◦ µ)

{∣∣∣∣ N(t)

SN(t)+1
− 1

u

∣∣∣∣ ≥ ε}]
= lim
t→∞

θ−1

[
θ

(
µ

{∣∣∣∣ N(t)

SN(t)
− 1

u

∣∣∣∣ ≥ ε})+ θ

(
µ

{∣∣∣∣ N(t)

SN(t)+1
− 1

u

∣∣∣∣ ≥ ε})]
= θ−1

[
θ

(
lim
t→∞

µ

{∣∣∣∣ N(t)

SN(t)
− 1

u

∣∣∣∣ ≥ ε})+ θ

(
lim
t→∞

µ

{∣∣∣∣ N(t)

SN(t)+1
− 1

u

∣∣∣∣ ≥ ε})]
= θ−1[θ(0) + θ(0)] = θ−1(0) = 0.
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This implies that
N(t)

t
→ 1

u
(µ).

The proof of the theorem is complete. �

Definition 3.6. Suppose that ξ1, ξ2, · · · , ξn, · · · are the positive independent and
identical distributed q-random variables, N is a q-random variable which only takes
positive integers. If for any integer n, the event {N = n} and ξn+1, ξn+2, · · · are
independent of each other, then N is the stopping time of ξ1, ξ2, · · · , ξn, · · · .

Theorem 3.7. Let ξ1, ξ2, · · · , ξn, · · · be the positive independent and identi-
cal distributed q-random variables, Eµ[ξ1] < +∞. If N is the stopping time of
ξ1, ξ2, · · · , ξn, · · · , and Eµ[N ] < +∞, then we have

Eµ[
N∑
n=1

ξn] ≤ C2αEµ[N ] · Eµ[ξ1].

Here C2α is a constant.

Proof. Assume that

In =

{
1, N ≥ n,
0, N < n.

Then In is identified by ξ1, ξ2, · · · , ξn−1, and In is independent of ξn. By Theorem
2.13, we have

Eµ[

N∑
n=1

ξn] = Eµ[

∞∑
n=1

ξnIn] =

∞∑
n=1

Eµ[ξnIn] ≤
∞∑
n=1

C2αEµ[ξn] · Eµ[In]

= C2αEµ[ξ1]

∞∑
n=1

Eµ[In] = C2αEµ[ξ1]

∞∑
n=1

µ{N ≥ n} = C2αEµ[ξ1] · Eµ[N ].

�

Lemma 3.8. Let N(t) be a renewal process with interarrival times ξ1, ξ2, · · · , ξn, · · ·
and u = Eµ[ξ1] < +∞, then

Eµ[

N(t)+1∑
n=1

ξn] ≤ C2α · u · (Eµ[N(t)] + 1).

Here C2α is a constant.

Proof. In fact,

{N(t) + 1 = n} = {N(t) = n− 1} = {Sn−1 ≤ t, Sn > t}.
Thus event {N(t)+1 = n} only depends on ξ1, ξ2, · · · , ξn, that is to say, {N(t)+1 =
n} is independent of ξn+1, ξn+2, · · · . This implies that N(t) + 1 is the stopping time
of ξ1, ξ2, · · · , ξn, · · · , when u = Eµ[ξ1] < +∞, according to Theorem 3.7, we have

Eµ[

N(t)+1∑
n=1

ξn] ≤ C2α · u · (Eµ[N(t)] + 1).

�
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Theorem 3.9. (Fuzzy elementary renewal theorem) Let N(t) be a renewal process
with interarrival times ξ1, ξ2, · · · , and Eµ[ξk] = u exists, k = 1, 2, · · · . Then
we have

lim
t→∞

E[N(t)]

t
=

1

C2α · u
.

Here C2α is a constant.

Proof. Let u = Eµ[ξ1] < +∞. Since

N(t)+1∑
n=1

ξn > t,

it follows from Lemma 3.8 that

C2α · u · (Eµ[N(t)] + 1) > t,

therefore, we have

lim
t→∞

E[N(t)]

t
≥ 1

C2α · u
.

On the other hand, for anyM > 0, we can define a new renewal process {N̄(t), t ≥ 0}
with interarrival times ξ̄1, ξ̄2, · · · , ξ̄n, · · · , here ξ̄n (n = 1, 2 , · · · ) are defined as
follows:

ξ̄n =

{
ξn, ξn ≤M,
M, ξn > M.

Noting that

S̄n = ξ̄1 + ξ̄2 + · · ·+ ξ̄n,

and

N̄(t) = sup{n | S̄n ≤ t}.
Since ξ̄n ≤M, n = 1, 2, · · · , one has

S̄N̄(t)+1 ≤ t+M.

According to Lemma 3.8 ,

Eµ

N̄(t)+1∑
n=1

ξn

 ≤ C2α · uM · (Eµ[N̄(t)] + 1).

Here uM = Eµ[ξ̄1].
When

C2α · uM · (Eµ[N̄(t)] + 1) ≥ t+M,

we have

lim
t→∞

E[N̄(t)]

t
≥ 1

C2α · uM
.

Let M →∞,

lim
t→∞

E[N̄(t)]

t
≥ 1

C2α · u
.

Furthermore, when M →∞,
Eµ[N̄(t)] = Eµ[N(t)].
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It implies that

lim
t→∞

E[N(t)]

t
≥ 1

C2α · u
.

When
C2α · uM · (Eµ[N̄(t)] + 1) ≤ t+M,

we have

lim
t→∞

E[N̄(t)]

t
≤ 1

C2α · uM
.

Since S̄n ≤ Sn, N̄(t) ≥ N(t), we know

Eµ[N̄(t)] ≥ Eµ[N(t)].

It implies that

lim
t→∞

E[N(t)]

t
≤ 1

C2α · uM
.

Let M →∞, we can have

lim
t→∞

E[N(t)]

t
≤ 1

C2α · u
.

From above mention, one can conclude that

lim
t→∞

E[N(t)]

t
=

1

C2α · u
.

The proof of the theorem is complete. �

4. Fuzzy renewal reward process

Let {N(t), t > 0} be a renewal process with interarrival times {ξk}, and assume
that each time a renewal occurs we receive a positive reward. We shall interpret ηk
as the reward earned at each time of the kth renewal, and suppose that {ηk} is a
sequence of positive independent and identical distributed q-random variables.

Definition 4.1. Let ξ1, ξ2, · · · be positive independent and identical distributed in-
terarrival times, and let η1, η2, · · · be positive independent and identical distributed
rewards. Then

R(t) =

N(t)∑
k=1

ηk

is called a renewal reward process, where N(t) is the renewal process with interarrival
times ξ1, ξ2, · · · .

Usually, a renewal reward process R(t) denotes the total reward earned by time
t [13].

Theorem 4.2. Assume that R(t) is a renewal reward process with interarrival times
ξ1, ξ2, · · · and rewards η1, η2, · · · , noting that

A = { lim
t→∞

N(t) = +∞},

if N(t) ∈ A, Eη1 < +∞, Eξ1 < +∞, then the reward rate

R(t)

t
→ Eη1

Eξ1
(µ).
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Proof. It follows from [20] that for all ε ∈ (0, 1),{∣∣∣∣R(t)

t
− Eη1

Eξ1

∣∣∣∣ ≥ ε}
⊆ {|N(t)

t
− 1

Eξ1
| ≥ ε

3
} ∪ {|R(t)

N(t)
− Eη1| ≥

ε

3
} ∪ {| 1

Eξ1
(
R(t)

N(t)
− Eη1)| ≥ ε

3
}

∪{|N(t)

t
− 1

Eξ1
| ≥ ε

3Eη1
}.

Since θ, θ−1 are continuous and strictly increasing, we have

lim
t→∞

θ−1(θ ◦ µ)

{∣∣∣∣R(t)

t
− Eη1

Eξ1

∣∣∣∣ ≥ ε}
≤ lim

t→∞
θ−1(θ ◦ µ)({|N(t)

t
− 1

Eξ1
| ≥ ε

3
} ∪ {|R(t)

N(t)
− Eη1| ≥

ε

3
}

∪{| 1

Eξ1
(
R(t)

N(t)
− Eη1)| ≥ ε

3
} ∪ {|N(t)

t
− 1

Eξ1
| ≥ ε

3Eη1
})

≤ lim
t→∞

θ−1[(θ ◦ µ){|N(t)

t
− 1

Eξ1
| ≥ ε

3
}+ (θ ◦ µ){|R(t)

N(t)
− Eη1| ≥

ε

3
}

+(θ ◦ µ){| 1

Eξ1
(
R(t)

N(t)
− Eη1)| ≥ ε

3
}+ (θ ◦ µ){|N(t)

t
− 1

Eξ1
| ≥ ε

3Eη1
}]

= θ−1[θ( lim
t→∞

µ{|N(t)

t
− 1

Eξ1
| ≥ ε

3
}) + θ( lim

t→∞
µ{|R(t)

N(t)
− Eη1| ≥

ε

3
}

+θ( lim
t→∞

µ{| 1

Eξ1
(
R(t)

N(t)
− Eη1)| ≥ ε

3
}+ θ( lim

t→∞
µ{|N(t)

t
− 1

Eξ1
| ≥ ε

3Eη1
}].

It follows from Theorem 3.3 that

lim
t→∞

µ{|R(t)

N(t)
− Eη1| ≥

ε

3
} = 0

and

lim
t→∞

µ{| 1

Eξ1
(
R(t)

N(t)
− Eη1)| ≥ ε

3
} = lim

t→∞
µ{|R(t)

N(t)
− Eη1| ≥

εEξ1
3
} = 0.

Furthermore, by Theorem 3.5 and θ(0) = 0, we have

lim
t→∞

θ−1(θ ◦ µ){|R(t)

t
− Eη1

Eξ1
| ≥ ε} = θ−1(0) = 0.

Finally, one can conclude that

lim
t→∞

µ{|R(t)

t
− Eη1

Eξ1
| ≥ ε} = 0,

which implies that

R(t)

t
→ Eη1

Eξ1
(µ).

Now the theorem is proved. �
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Example 4.3. Suppose that {N(t), t ≥ 0} is a renewal process, δ(t) is the age at t.
Now we compute the limitation:

lim
t→∞

∫ t
0
δ(s)ds

t
.

In fact, we can denote that

R(t) =

∫ t

0

δ(s)ds.

And ξ is the time of a renewal process, so the reward of ξ is

η =

∫ ξ

0

δ(s)ds =
ξ2

2
,

according to theorem 4.2,

lim
t→∞

∫ t
0
δ(s)ds

t
=
E[ξ2]

2E[ξ]
.

5. Conclusions

It is known that, quasi-probability theory and probability theory are inherent
different. The former based on the quasi-probability measure which is a nonaddi-
tive measure, and the latter based on the probability measure which is an additive
measure. In the fuzzy renewal process, all the renewal theorems are derived with con-
vergence in measure, while in the stochastic renewal process, all the renewal theorem
are given with almost sure convergence. Interestingly, from the result comparisons
in renewal process and renewal reward process, we can clearly see that the results in
fuzzy renewal process we obtained share a high consistency with the corresponding
results of stochastic renewal process.

In this paper, based on quasi-probability measure theory, we investigated the
fuzzy renewal process and the fuzzy reward process for q-random variables. One key
fuzzy renewal theorem was obtained, that is, a fuzzy elementary renewal theorem.
One can see that, Some important items derived in fuzzy renewal theory such as
average renewal time (Theorem 3.3), renewal rate (Theorem 3.5), expected renewal
rate (Theorem 3.9) and reward rate (Theorem 4.2) own a high homology in conver-
gence mode to the stochastic corresponding. Our future work is focused on further
research the limitation of expected reward rate. All investigations helped to lay im-
portant theoretical foundations for the systematic and comprehensive development
of quasi-probability measure theory.
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