
Annals of Fuzzy Mathematics and Informatics

Volume 11, No. 1, (January 2016), pp. 145–157

ISSN: 2093–9310 (print version)

ISSN: 2287–6235 (electronic version)

http://www.afmi.or.kr

@FMI
c© Kyung Moon Sa Co.

http://www.kyungmoon.com

Random fuzzy integral equations of Urysohn-
Volterra type

Dong. S-Le, Vu-H

Received 26 October 2014; Revised 28 January 2015; Accepted 10 February 2015

Abstract. In this paper, the existence and uniqueness results for the
random fuzzy integral equations of Urysohn- Volterra type is first proven.
The continuity of solutions with respect to the coefficients of the equations
is investigated. Moreover, we provide examples to illustrate the results.

2010 AMS Classification: 34F05, 34G20, 34A12

Keywords: Urysohn- Volterra type, Fuzzy integral equations, Fuzzy random
variable.

Corresponding Author: Vu-H (hovumath@gmail.com)

1. Introduction

The fuzzy differential and integral equation (see e.g. [2, 3, 4, 6, 7, 10, 11, 19, 20,
22, 23, 24] and references therein) are a very important topic of fuzzy analytic theory
as well as on their applications (see e.g.[1, 12, 21]). The study of fuzzy differential
equation has been extended to the random fuzzy differential equations (see e.g.
[13, 14, 15, 16, 25, 26, 27]). The random fuzzy differential equations (RFDEs) can
provide good models of the dynamics of real phenomena which are subjected to two
kinds of uncertainty: randomness and fuzziness, simultaneously. Here, it is called
a fuzzy random variable. We can find various definitions of fuzzy random variables
in [17, 18, 28]. The relations between different concepts of measurability for fuzzy
random variables are contained in the paper of Kim [28]. Malinowski [13] studied the
existence and uniqueness of solution to RFDEs under classical Hukuhara derivative.
In [14, 15] the different types of solution to RFDEs with kinds of two different
concepts of fuzzy derivative is studied. For the existence and uniqueness of solution
to RFDEs in [13, 14, 15, 16], author used the method of successive approximations.
From the idea of the paper [13, 14, 15, 16], Park and Jeong [9] discussed the existence
and uniqueness of solution to random functional fuzzy differential equations.

In this paper, inspired and motivated by Fei (see [25, 26]) and Malinowski (see
e.g. [13, 14, 15, 16]). We consider the random fuzzy integral equations of Urysohn-
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Volterra type. The paper will be organized as follows: In section 2 we collect the
fundamental notions and facts about fuzzy set space. We recall the notions of fuzzy
random variable and fuzzy stochastic process. In section 3, we prove the existence
and uniqueness results for the random fuzzy integral equations of Urysohn- Volterra
type. The continuity of solutions with respect to the coefficients of the equations is
discussed. In Section 4, we provide examples to illustrate the results.

2. Preliminaries

Let Kc(Rd) denote the collection of all nonempty compact and convex subsets
of Rd. The addition and scalar multiplication in Kc(Rd), we define as usual, i.e.
A,B ∈ Kc(Rd) and λ ∈ R, then we have

A+B = {a+ b | a ∈ A, b ∈ B}, λA = {λa | a ∈ A}.

The Hausdorff distance dH in Kc(Rd) is defined as follows

dH(A,B) = max{sup
a∈A

inf
b∈B
‖a− b‖Rd , sup

b∈B
inf
a∈A
‖a− b‖Rd},

where A,B ∈ Kc(Rd), ‖.‖Rn denotes the Euclidean norm in Rd. It is known that
(Kc(Rd), dH) is a complete a metric space.

Denote Ed = {u : Rd → [0, 1] such that u(z) satisfies (i)-(iv) below}
(i) u is normal, that is, there exists an z0 ∈ Rd such that u(z0) = 1;

(ii) u is fuzzy convex, that is, for 0 ≤ λ ≤ 1, u(λz1+(1−λ)z2) ≥ min{u(z1), u(z2)},
for any z1, z2 ∈ Rd;

(iii) u is upper semicontinuous;
(iv) [u]0 = cl{z ∈ Rd : u(z) > 0} is compact.

Although elements of Ed are often called the fuzzy numbers, we shall just call them
the fuzzy sets. For α ∈ (0, 1], denote [u]α = {z ∈ Rd |u(z) ≥ α}. We will call this set
an α−cut ( α− level set) of the fuzzy set u. For u ∈ Ed one has that [u]α ∈ Kc(Rd)
for every α ∈ [0, 1]. For two number fuzzys u1, u2 ∈ Ed , we denote u1 ≤ u2 if and
only if [u1]

α ⊂ [u2]
α

.
If g : Rd × Rd → Rd is a function then, according to Zadeh’s extension principle,

one can extend g to Ed × Ed → Ed by the formula

g(u1, u2)(z) = sup
z=g(z1,z2)

min {u1(z1), u2(z2)} .

It is well known that if g is continuous then [g(u1, u2)]α = g([u1]α, [u2]α) for all
u1, u2 ∈ Ed, α ∈ [0, 1]. Especially, for addition and scalar multiplication in fuzzy set
space Ed, we have

[u1 + u2]α = [u1]α + [u2]α, [λu1]α = λ[u1]α.

where u1, u2 ∈ Ed, λ ∈ R \ {0} and α ∈ [0, 1].
Let us denote

D(u1, u2) = sup{dH([u1]α, [u2]α) : 0 ≤ α ≤ 1}

the distance between u1 and u2 in Ed, where dH([u1]α, [u2]α) is Hausdorff distance
between two set [u1]α, [u2]α of Kc(Rd). It is easy to see that D is a metric in Ed.
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Some properties of metric D are as follows:

D(u1 + u3, u2 + u3) = D(u1, u2),

D(λu1, λu2) = |λ|D(u1, u2),

D(u1, u2) ≤ D(u1, u3) +D(u3, u2),

for all u1, u2, u3 ∈ Ed and λ ∈ R.
Let u1, u2 ∈ Ed, if there exists u3 ∈ Ed such that u1 = u2 + u3 then u3 is

called the H-difference of u1, u2 and it is denoted u1 	 u2. Let us remark that
u1 	 u2 6= u1 + (−1)u2.

We define 0̂ ∈ Ed as 0̂(x) = 1 if x = 0, and 0̂(x) = 0 if x 6= 0.
The following remarks can be verified (see [4, 14, 15]).

Remark 2.1. If for fuzzy sets u1, u2, u3 ∈ Ed there exist H-difference of u1 	 u2
and u1 	 u3 then D(u1 	 u2, 0̂) ≤ D(u1, u2) and D(u1 	 u2, u1 	 u3) ≤ D(u1, u3).

Remark 2.2. If for fuzzy sets u1, u2, u3, u4 ∈ Ed there exist H-difference of u1	u2
and u3 	 u4 then D(u1 	 u2, u3 	 u4) ≤ D(u1 + u3, u2 + u4).

Let (Ω,F ,P) be a complete probability space. A function x : Ω → Ed is called
fuzzy random variable, if the set-valued mapping [x(·)]α : Ω→ Kc(Rd) is a measur-
able multiplication for all α ∈ [0, 1], i.e. {ω ∈ Ω| [x (ω)]

α ∩B 6= ∅} ∈ F for every
closed set B ⊂ Rn. A mapping x : [a, b] × Ω → Ed is said to be a fuzzy stochastic
process if x(·, ω) is a fuzzy set-valued function with any fixed ω ∈ Ω, and x(t, ·) is
a fuzzy random variable for any fixed t ∈ R+. In [13], x(·, ω) function is called a
trajectory. Beside concepts above, a fuzzy stochastic process x(t, ω) ∈ Ed is called
continuous if for almost all ω ∈ Ω the trajectory x(·, ω) is a continuous function on
[a, b] with respect to the metric D.

Assume that u : [0, b]× Ω× Ed → Ed satisfies:

(c1) u·(t, x) : Ω → Ed is a fuzzy random variable for every t ∈ [0, b] and every
x ∈ Ed;

(c2) with P.1, the function uω(·, ·) : [0, b] × Ed → Ed is a continuous fuzzy
mapping at every point (t0, x0) ∈ [0, b] × Ed i.e. there exists Ω0 ⊂ Ω with
P(Ω0) = 1 and such that for every ω ∈ Ω0 the following is true: for every
ε > 0 there exists δ > 0 such that for every t ∈ [0, b], and every x ∈ Ed it
holds

max{|t− t0|, D(x, x0)} < δ =⇒ D(uω(t, x), uω(t0, x0)) < ε.

3. Main result

In this paper, we consider the two kinds of random fuzzy integral equations of
Urysohn- Volterra type as follows:

x(t, ω)
[0,b], P.1

= x0(ω) +

∫ t

0

gω(t, s, uω(s, x(s, ω)))ds(3.1)

and

x0(ω)
[0,b], P.1

= x(t, ω)	 (−1)

∫ t

0

gω(t, s, uω(s, x(s, ω)))ds(3.2)
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Where g : Ω × [0, b] × [0, b] × Ed → Ed, x0 : Ω → Ed is fuzzy random variable and
u : Ω× [0, b]× Ed → Ed are a fuzzy stochastic process.

Denote Bρ(x0) = {x ∈ Ed : D(x, x0) ≤ ρ}, ρ ≥ 0. Assume that g : Ω × [0, b] ×
[0, b]×Bρ(x0)→ Ed and u : Ω× [0, b]×Bρ(x0)→ Ed and satisfy the conditions:

(g1) there exists a constant Mg > 0 such that D(gω(t, s, x), 0̂) ≤ Mg, for every
(t, s) ∈ [0, b]× [0, b], every x ∈ Bρ(x0).

(g2) there exists a stochastic process Lg : [0, b] × Ω → R+, Lg(·, ω) is continu-
ous with P.1 such that D(gω(t, s, x), gω(t, s, y)) ≤ Lg(t, ω)D(x, y), for every
(t, s) ∈ [0, b]× [0, b], every x, y ∈ Bρ(x0).

(u1) there exists a stochastic process Lu : [0, b]×Ω→ R+, Lu(·, ω) is continuous
with P.1, such that D(uω(t, x), uω(t, y)) ≤ Lu(t, ω)D(x, y), for every t ∈
[0, b], every x, y ∈ Bρ(x0).

Theorem 3.1. Let g : Ω× [0, b]× [0, b]×Bρ(x0)→ Ed and u : Ω× [0, b]×Bρ(x0)→
Ed satisfy assumptions (g1) - (g2), (u1) and (c1) - (c2). Assume that there exist

some positive constant Mu such that D(uω(t, x0(t, ω)), 0̂)
[0,b], P.1
≤ Mu. Then (3.1) has

unique solution x(t, ω) on [0, b].

Proof. The proof of Theorem 3.1 is similarly the proof of Theorem 3.2. Therefore,
we shall prove Theorem 3.2. �

Theorem 3.2. Let g : Ω× [0, b]× [0, b]×Bρ(x0)→ Ed and u : Ω× [0, b]×Bρ(x0)→
Ed satisfy assumptions (g1) - (g2), (u1) and (c1) - (c2). Assume that there exist

some positive constant Mu such that D(uω(t, x0(t, ω)), 0̂)
[0,b], P.1
≤ Mu. Assume that

there exists η > 0 such that the sequence {xn}∞n=0 to (3.2) given by

x0(t, ω)
[0,η], P.1

= x0(ω),

xn(t, ω)
[0,η], P.1

= x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, xn−1(s, ω)))ds, n = 1, 2, . . . .

is well-defined, i.e. the foregoing Hukuhara differences do exist. Then (3.2) has
unique solution x(t, ω) on [0, r], r ≤ b.

Proof. Define γ := {b, ρM−1g }. Note that for every t ∈ [0, γ], every ω ∈ Ω we have

D(x1(t, ω), x0(t, ω))
[0,γ], P.1

= D

(
x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, x0(ω)))ds, x0(ω)

)
[0,γ], P.1
≤ D

(∫ t

0

gω(t, s, uω(s, x0(ω)))ds, 0̂

)
[0,γ], P.1
≤ Mgγ.
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and for every n ≥ 2

D(xn(t, ω), xn−1(t, ω))
[0,γ], P.1

= D

(∫ t

0

gω(t, s, uω(s, xn−1(s, ω)))ds,

∫ t

0

gω(t, s, uω(s, xn−2(s, ω)))ds

)
[0,γ], P.1
≤

∫ t

0

D(gω(t, s, uω(s, xn−1(s, ω))), gω(t, s, uω(s, xn−2(ω))))ds

[0,γ], P.1
≤

∫ t

0

Lg(s, ω)D(uω(s, xn−1(s, ω)), uω(s, xn−2(s, ω)))ds

[0,γ], P.1
≤ Lg(ω)

∫ t

0

Lu(s, ω)D(xn−1(s, ω), xn−2(s, ω))ds

[0,γ], P.1
≤ Lg(ω)Lu(ω)

∫ t

0

D(xn−1(s, ω), xn−2(s, ω))ds

where Lg(ω)
P.1
= sup

s∈[0,γ]
Lg(s, ω), Lu(ω)

P.1
= sup

s∈[0,γ]
Lu(s, ω).

In particular,

D(x2(t, ω), x1(t, ω))
[0,γ], P.1

= D

(∫ t

0

gω(t, s, uω(s, x1(s, ω)))ds,

∫ t

0

gω(t, s, uω(s, x0(s, ω)))ds

)
[0,γ], P.1
≤

∫ t

0

D(gω(t, s, uω(s, x1(ω))), gω(t, s, uω(s, x0(s, ω))))ds

[0,γ], P.1
≤

∫ t

0

Lg(s, ω)D(uω(s, x1(s, ω)), uω(s, x0(s, ω)))ds

[0,γ], P.1
≤ Lg(ω)Lu(ω)

∫ t

0

D(x1(s, ω), x0(s, ω))ds

[0,γ], P.1
≤ Mg

Lg(ω)Lu(ω)
· [Lg(ω)Lu(ω) · t)]2

2!
,

where Lg(ω)
P.1
= sup

s∈[0,γ]
Lg(s, ω), Lu(ω)

P.1
= sup

s∈[0,γ]
Lu(s, ω).

Further, if we assume that

D(xn−1(t, ω), xn−2(t, ω))
[0,γ], P.1
≤ Lg(ω)Lu(ω)

∫ t

0

D(xn−2(s, ω), xn−1(s, ω))ds

[0,γ], P.1
≤ Mg

Lg(ω)Lu(ω)
· [Lg(ω)Lu(ω) · t]n−1

(n− 1)!
.

then we have

D(xn(t, ω), xn−1(t, ω)])
[0,γ], P.1
≤ Lg(ω)Lu(ω)

∫ t

0

D(xn−1(s, ω), xn−2(s, ω))ds

[0,γ], P.1
≤ Mg

Lg(ω)Lu(ω)
· [Lg(ω)Lu(ω) · t]n

n!
.
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Hence, for n > m > 0 we have

sup
t∈[0,γ]

D(xn(t, ω), xm(t, ω))
P.1
≤ Mg

Lg(ω)Lu(ω)
·

n∑
k=m+1

[Lg(ω)Lu(ω) · t]k

k!
.

The almost sure convergence of the series
n∑

k=m+1

[Lg(ω)Lu(ω) · t]k

k!
implies that for

any ε > 0 one can find n ∈ N large enough, such that for n ≥ m ≥ n0,

sup
t∈[0,γ]

D(xn(t, ω), xm(t, ω))
P.1
≤ ε.(3.3)

We can infer that there exists Ω0 ⊂ Ω such that P(Ω0) = 1 and for every ω ∈ Ω0 the
sequence {xn(·, ω)} is uniformly convergent. For ω ∈ Ω0, let us define x : [0, γ]×Ω→
Ed in the following way: x(·, ω) = x∗(·, ω) if ω ∈ Ω0, and in the case ω ∈ Ω\Ω0,
x(·, ω) as freely chosen fuzzy function. Then sup

t∈[0,γ]
D(xn(t, ω), x(t, ω))→ 0, as n→

∞ with P.1 and x(t, ω) is a continuous fuzzy stochastic process.
We shall prove that x(t, ω) is a solution of the problem (3.2). Since for every

t ∈ [0, γ] one has

sup
t∈[0,γ]

D

(
x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, xn(s, ω)))ds, x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, x(s, ω)))ds

)
P.1
≤ Lg(ω)Lu(ω) sup

t∈[0,γ]
D(xn(t, ω), x(t, ω)).

Thus, by Lesbesgue dominated convergence theorem, as n→∞, we infer that

D

(
x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, xn(s, ω)))ds, x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, x(s, ω)))ds

)
P.1→ 0.

Note that

sup
t∈[0,γ]

D

(
x(t, ω), x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, x(s, ω)))ds

)
P.1
≤ sup

t∈[0,γ]
D(x(t, ω), xn(t, ω)) + sup

t∈[0,γ]
D

(
xn(t, ω), x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, xn−1(s, ω)))ds

)

+ sup
t∈[0,γ]

D

(
x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, xn−1(s, ω)))ds, x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, x(s, ω)))ds

)
P.1
≤ sup

t∈[0,γ]
D(x(t, ω), xn(t, ω)) + sup

t∈[0,γ]
D

(
xn(t, ω), x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, xn−1(s, ω)))ds

)
+ Lg(ω)Lu(ω) sup

t∈[0,γ]
D(xn−1(t, ω), x(t, ω))
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It is easy to see the first term of the right-hand side of the inequality uniformly
converges to zero, whereas the second is equal to zero. One obtains

D

(
x(t, ω), x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, x(s, ω)))ds

)
[0,γ], P.1

= 0.

Hence the fuzzy process x(t, ω) is a solution to (3.2). �

In what follows, we will discuss the continuity of the solution to the random fuzzy
integral equations of Urysohn- Volterra type with respect to the coefficients of the
equations. Let us consider the equation

x(t, ω)
[0,γ], P.1

= x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, x(s, ω)))ds(3.4)

and a sequence of equation

xn(t, ω)
[0,γ], P.1

= x0,n(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, xn(s, ω)))ds.(3.5)

Theorem 3.3. Let g : Ω× [0, b]× [0, b]×Bρ(x0)→ Ed and u : Ω× [0, b]×Bρ(x0)→
Ed be such as in Theorem 3.2. Let x(t, ω) denote the solution of (3.4) and xn(t, ω)
denote the solution of (3.5). Then

sup
t∈[0,γ]

D(xn(t, ω), x(t, ω))
P.1
≤ M exp {Lg(ω)Lu(ω)b},

whereM
[0,γ], P.1

= D(x0,n(ω), x0(ω)), Lg(ω)
P.1
= sup

s∈[0,γ]
Lg(s, ω), Lu(ω)

P.1
= sup

s∈[0,γ]
Lu(s, ω).

Proof. For every t ∈ [0, γ], every ω ∈ Ω we have

D(xn(t, ω), x(t, ω))

= D

(
x0(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, x(s, ω)))ds, x0,n(ω)	 (−1)

∫ t

0

gω(t, s, uω(s, xn(s, ω)))ds

)
[0,γ], P.1
≤ D(x0,n(ω), x0(ω)) +D

(∫ t

0

gω(t, s, uω(s, x(s, ω)))ds,

∫ t

0

gω(t, s, uω(s, xn(s, ω)))ds

)
[0,γ], P.1
≤ D(x0,n(ω), x0(ω)) +

∫ t

0

D(gω(t, s, uω(s, x(s, ω))), gω(t, s, uω(s, xn(s, ω))))ds

[0,γ], P.1
≤ D(x0,n(ω), x0(ω)) + Lg(ω)Lu(ω)

∫ t

0

D(xn(s, ω), x(s, ω))ds

Due to Gronwall’s lemma in [13] we obtain

D(xn(t, ω), x(t, ω))
[0,γ], P.1
≤ M exp {Lg(ω)Lu(ω)t},

whereM
[0,γ], P.1

= D(x0,n(ω), x0(ω)), Lg(ω)
P.1
= sup

s∈[0,γ]
Lg(s, ω), Lu(ω)

P.1
= sup

s∈[0,γ]
Lu(s, ω).
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Corollary 3.4. Under the assumptions of Theorem 3.3. Let x(t, ω) and xn(t, ω)
denotes the solution of (3.5). Then

sup
t∈[0,γ]

D(xn(t, ω), x(t, ω))
P.1
≤ 0.

4. Example

In the section, we shall consider the special case of the random fuzzy integral
equations of Urysohn- Volterra type. If uω(t, x(t, ω)) = x(t, ω) then the problem
(3.2) can be written as

x(t, ω)
[0,b], P.1

= x0(ω)	 (−1)

∫ t

0

gω(t, s, x(t, ω))ds.(4.1)

Let us denote the α-cuts (α ∈ [0, 1]) of x as [x(t, ω)]α = [xαl (t, ω), xαr (t, ω)] and
[x0(ω)]α = [fαl (t, ω), fαr (t, ω)], where xαl (t, ω), xαr (t, ω) fαl (t, ω) and fαr (t, ω) are
some real-valued stochastic process. Let (Ω,F ,P) be a complete probability space.
Consider the following random fuzzy integral equations

x(t, ω)
[0,b], P.1

= x0(ω)	 (−1)

∫ t

0

k(t, s, ω)x(s, ω)ds.(4.2)

Using the α-cuts of x, f we obtain
xαl (t, ω)

[0,b], P.1
= fαl (t, ω) +

∫ t
0
k(t, s, ω)xα(s, ω)ds,

xαr (t, ω)
[0,b], P.1

= fαr (t, ω) +
∫ t
0
k(t, s, ω)xα(s, ω)ds

xαl (0, ω)
P.1
= fαl (0, ω),

xαr (0, ω)
P.1
= fαr (0, ω).

(4.3)

or 
xαr (t, ω)

[0,b], P.1
= fαl (t, ω) +

∫ t
0
k(t, s, ω)xα(s, ω)ds,

xαl (t, ω)
[0,b], P.1

= fαr (t, ω) +
∫ t
0
k(t, s, ω)xα(s, ω)ds,

xαl (0, ω)
P.1
= fαl (0, ω),

xαr (0, ω)
P.1
= fαr (0, ω).

(4.4)

where

k(t, s, ω)xα(s, ω) =

k(t, s, ω)xαl (s, ω), k(t, s, ω)
[0,b], P.1
≥ 0,

k(t, s, ω)xαr (s, ω), k(t, s, ω)
[0,b], P.1
< 0,

k(t, s, ω)xα(s, ω) =

k(t, s, ω)xαr (s, ω), k(t, s, ω)
[0,b], P.1
≥ 0,

k(t, s, ω)xαl (s, ω), k(t, s, ω)
[0,b], P.1
< 0.

Example 4.1. Let Ω = (0, 1), F- Borel σ-field of subsets of Ω, P-Lebesgue measure
on (Ω,F). Let us consider the integral equation

x(t, ω)
[0,5], P.1

= [−ω, 0, ω]−
∫ t

0

x(s, ω)ds,(4.5)
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where x0(ω)
[0,5], P.1

= [−ω, 0, ω], k(t, s, ω)
[0,5], P.1

= 1.
To determine the initial condition, we substitute t = 0 into both sides of (4.5)

to find x(0, ω)
P.1
= [−ω, 0, ω]. Then the problem (4.5) is equivalent to the following

system: 
xαl (t, ω)

[0,5], P.1
= (α− 1)ω −

∫ t
0
xαr (s, ω)ds,

xαr (t, ω)
[0,5], P.1

= (1− α)ω −
∫ t
0
xαl (s, ω)ds,

xαl (0, ω)
P.1
= (α− 1)ω,

xαr (0, ω)
P.1
= (1− α)ω.

(4.6)

The exact solution x(·, ·) : [0, 5]× Ω→ E1 is given by

[x(t, ω)]α = [(α− 1)ωe−t, 0, (1− α)ωe−t].

Figure 1. Graph 2D of the solution to (4.5)

From the graph of [x(t, ω)]α is drawn Fig 1. We see that diameter of valued of
solution [x(·, ω)]α, ω is fixed, is decreasing with P.1.
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Figure 2. Graph 3D of the solution to (4.5)

Example 4.2. Let Ω = (1, 3), F- Borel σ-field of subsets of Ω, P-Lebesgue measure
on (Ω,F). Let us consider the integral equation

x(t, ω)
[0,5], P.1

= [1 + ω, 2 + ω, 3 + ω]−
∫ t

0

e−(1+ω)x(s, ω)ds,(4.7)

where x0(ω)
[0,5], P.1

= 0, k(t, s, ω)
[0,5], P.1

= 1.
To determine the initial condition, we substitute t = 0 into both sides of (4.7)

to find x(0, ω)
P.1
= [1 + ω, 2 + ω, 3 + ω]. Then the problem (4.7) is equivalent to the

following a system:
xαl (t, ω)

[0,5], P.1
= (1 + ω − α)−

∫ t
0
e−(1+ω)xαr (s, ω)ds,

xαr (t, ω)
[0,5], P.1

= (3 + ω − α)−
∫ t
0
e−(1+ω)xαl (s, ω)ds,

xαl (0, ω)
P.1
= 1 + ω − α,

xαr (0, ω)
P.1
= 3 + ω − α.

(4.8)

The exact solution x(·, ·) : [0, 5]× Ω→ E1 is given by

[x(t, ω)]α = [(1 + ω − α)e−(1+ω)t, (3 + ω − α)e−(1+ω)t].
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Figure 3. Graph 2D of the solution to (4.7)

Figure 4. Graph 3D of the solution to (4.7)

From the graph of [x(t, ω)]α is drawn Fig 3. We see that diameter of valued of
solution [x(·, ω)]α, ω is fixed, is decreasing with P.1.
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