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Abstract. Soft set theory is a mathematical tool for dealing with
uncertain problems. In this paper, the parameter reduction of soft binary
relations is investigated and its algorithm is given. Moreover, parameters in
a soft binary relation are divided into four categories (i.e., necessary param-
eters, relatively necessary parameters, absolutely dispensable parameters,
dispensable parameters) according to the importance.
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1. Introduction

To solve complicated problems in economics, engineering, environmental science
and social science, methods in classical mathematics are not always successful be-
cause of various types of uncertainties present in these problems. There are several
theories: theory of probability, theory of fuzzy sets [14], rough set theory [13] and the
interval mathematics which we can consider as mathematical tools for dealing with
uncertainties. But all these theories have their own difficulties (see [8]). To overcome
these kinds of difficulties, Molodtsov [7] proposed a completely new approach, which
is called soft set theory, for modeling uncertainty.

Presently, works on theory of soft sets are progressing rapidly. Maji et al. [9, 10]
further studied the theory of soft sets, used this theory to solve some decision making
problems. Jiang et al. [4] extended soft sets with description logics. Ge et al.
[3] discussed relationships between soft sets and topological spaces. Li et al. [6]
investigated relationships among soft sets, soft rough sets and topologies. Majumdar
et al. [11] studied softness of a soft set.

Soft set itself has classification ability. Parameter reductions of soft sets mean
reducing the number of parameters for a soft set to the minimum without distorting
its original classification ability. Parameter reductions of soft sets play a vital role
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in decision-making problems and can save expensive tests and time. Thus, param-
eter reductions of soft sets are very important. Many authors studied parameter
reductions of soft sets (see [2, 5, 12]).

Soft binary relations are introduced by Ali [1]. The purpose of this paper is to
investigate the parameter reduction of soft binary relations.

2. Soft binary relations

Definition 2.1. Let U be an initial universe and let E be a set of parameters. A
pair (f,E) is called a soft set over U , if f is a mapping given by f : E → 2U where
2U is the power set of U . We denote (f,E) by fE .

In other words, a soft set over U is a parameterized family of subsets of the
universe U . For e ∈ E, f(e) may be considered as the set of e-approximate elements
of the soft set fE .

Example 2.2. Let U = {h1, h2, h3, h4, h5} be a universe consisting of five stores.
Let E = {e1, e2, e3, e4, e5, e6, e7} be is a set of status of stores where e1, e2, e3,
e4, e5, e6 and e7 represent respectively the parameters “high empowerment of sales
personnel”, “medium empowerment of sales personnel”, “low empowerment of sales
personnel”, “good perceived quality of merchandise”, “average perceived quality of
merchandise”, “high traffic location” and “low traffic location”, respectively. We
define fA as follows

f(e1) = {h1}, f(e2) = {h2, h3, h5}, f(e3) = {h4}, f(e4) = {h1, h2, h3},
f(e5) = {h4, h5}, f(e6) = {h1, h2, h3}, f(e7) = {h4, h5}.

Soft sets fA can be described as the following Table 1. If hi ∈ f(ej), then hij = 1;
otherwise hij = 0, where hij are the entries in Table 1.

Table 1. Tabular representation of the soft set fE

e1 e2 e3 e4 e5 e6 e7
h1 1 0 0 1 0 1 0
h2 0 1 0 1 0 1 0
h3 0 1 0 1 0 1 0
h4 0 0 1 0 1 0 1
h5 0 1 0 0 1 0 1

Definition 2.3 ([1]). A pair (σ,E) is called a soft binary relation over U , if (σ,E)
is a soft set over U × U . We denote (σ,E) by σE .

In other words, a soft binary relation over U is a parameterized family of binary
relations on U .

3. The parameter reduction of soft binary relations

Parameter reductions of soft binary relations mean reducing the number of pa-
rameters for a soft binary relation to the minimum without distorting its original
classification ability. Specific approach is first classifying the parameter according
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to the importance of parameters and then finding the minimum set of parameters
(ie., the core for a soft binary relation) without distorting the original classification
ability of soft sets.

Let σE be a soft binary relation over U . For A ⊆ E, denote

ind(A) =
∩
e∈A

σ(e).

Definition 3.1. Let σE be a soft binary relation over U and A ⊆ E.
(1) A is called coordinate in σE , if ind(E) = ind(A).
(2) e ∈ A is called independent in A, if ind(A − {e}) ̸= ind(A); A is called

independent in σE , if ∀ e ∈ A, e is independent in A.
(3) A is called a parameter reduction in σE , if A is both coordinate and indepen-

dent in σE .

In this paper, the family of all coordinate sets (resp., all parameter reductions)
in σE is denoted by co(σE) (resp., red(σE)).

Obviously,

A ∈ red(σE) ⇐⇒ A ∈ co(σE) and ∀ B ⊂ A,B ̸∈ co(σE).

Proposition 3.2. Let σE be a soft binary relation over U . Then there always exist
a parameter reduction in σE.

Proof. Suppose ∀ e ∈ E, E − {e} ̸∈ co(σE). Then E ∈ red(σE).
Suppose ∃ e1 ∈ E, E−{e1} ∈ co(σE). Then, we consider E−{e1}. Again suppose

∀ e ∈ E−{e1}, (E−{e1})−{e} ̸∈ co(σE). Then E−{e1} ∈ red(σE). Again suppose
∃ e2 ∈ E−{e1}, (E−{e1})−{e2} ∈ co(σE). Then, we consider E−{e1, e2}. Repeat
this process. Since E is finite, we can find a parameter reduction in σE . Thus, there
always exist a parameter reduction in σE . □

Definition 3.3. Let σE be a soft binary relation over U . Put

D(x, y) = {e ∈ E|(x, y) ̸∈ σ(e)} (x, y ∈ U).

Then
(1) D(x, y) is called the discernibility set in σE on x and y.
(2)D(σE) = (dij)n×n is called the discernibility matrix in σE where U = {x1, x2, ··

·, xn} and dij = D(xi, xj) (1 ≤ i, j ≤ n).

Example 3.4. Let σE be a soft binary relation over U where U = {x1, x2, x3, x4, x5, x6}
and E = {e1, e2, e3, e4}.

U/σ(e1) = {{x1, x2, x5}, {x3, x4, x6}},
U/σ(e2) = {{x1, x6}, {x2, x3, x4, x5}},
U/σ(e3) = {{x1, x2, x5, x6}, {x3, x4}},
U/σ(e4) = {{x1, x2, x5}, {x3, x4, x6}}.
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We can obtain the discernibility matrix D(σE) as follows:
∅ {e2} E E {e2} {e1, e4}
{e2} ∅ {e1, e3, e4} {e1, e3, e4} ∅ {e1, e2, e4}
E {e1, e3, e4} ∅ ∅ {e1, e3, e4} {e2, e3}
E {e1, e3, e4} ∅ ∅ {e1, e3, e4} {e2, e3}
{e2} ∅ {e1, e3, e4} {e1, e3, e4} ∅ {e1, e2, e4}
{e1, e4} {e1, e2, e4} {e2, e3} {e2, e3} {e1, e2, e4} ∅


Proposition 3.5. Let σE be a soft binary relation over U . Then

A ∈ co(σE) ⇐⇒ If (x, y) ̸∈ ind(E), then A ∩ D(x, y) ̸= ∅.

Proof. (1) “=⇒”. Since A ∈ co(σE), we have ind(A) = ind(E). Note that (x, y) ̸∈
ind(E). Then (x, y) ̸∈ ind(A). So (x, y) ̸∈ σ(e) for some e ∈ A.

(x, y) ̸∈ σ(e) implies e ∈ D(x, y). Then e ∈ A ∩ D(x, y).
Thus A ∩ D(x, y) ̸= ∅.
“⇐=”. Suppose A ̸∈ co(σE). Then ind(A) ̸= ind(E). This implies ind(A) −

ind(E) ̸= ∅. Pick

(x, y) ∈ ind(A)− ind(E).

Since (x, y) ̸∈ ind(E), we have A ∩ D(x, y) ̸= ∅.
Note that (x, y) ∈ ind(A). Then ∀ e ∈ A, (x, y) ∈ σ(e). So e ̸∈ D(x, y). Thus

A ∩ D(x, y) = ∅. This is a contradiction. Thus A ∈ co(σE). □

The discernibility set can easily determine parameter reductions.

Theorem 3.6. Let σE be a soft binary relation over U . Then A ∈ red(σE) ⇐⇒ (1)
If (x, y) ̸∈ ind(E), then A ∩ D(x, y) ̸= ∅;

(2) ∀ e ∈ A, ∃ (xe, ye) ∈ ind(E), (A− {e}) ∩ D(xe, ye) = ∅.

Proof. This holds by Proposition 3.5. □

Definition 3.7. Let σE be a soft binary relation over U . Put

core(σE) =
∩

A∈red(σE)

B.

Then core(σE) is called the core of E. Moreover,
(1) e ∈ E is called a necessary parameter, if e ∈ core(σE).
(2) e ∈ E is called a relatively necessary parameter, if e ∈

∪
A∈red(σE)

A−core(σE).

(3) e ∈ E is called a absolutely dispensable parameter, if e ∈ E −
∪

A∈red(σE)

A.

(4) e ∈ E is called a dispensable parameter, if e ∈ E − core(σE).

Obviously, e is dispensable⇐⇒ e is relatively necessary or absolutely dispensable.

Proposition 3.8. Let σE be a soft binary relation over U . Then

|red(σE)| = 1 ⇐⇒ core(σE) ∈ red(σE).

Proof. Necessity. This is obvious.
Sufficiency. Denote red(σE) = {Ak : 1 ≤ k ≤ n}. We only need to prove n = 1.
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Suppose n ≥ 2. Since core(σE) ∈ red(σE), we have core(σE) = Ai for some

i. Pick j ̸= i. Then Ai =
n∩

k=1

Ak ⊆ Aj . But Ai ̸= Aj . Thus Ai ⊂ Aj . Since

Aj ∈ red(σE), we have Ai ̸∈ co(σE). Then Ai ̸∈ red(σE). This is a contradiction.
Thus n = 1. □

The discernibility set can easily determine the core.

Proposition 3.9. Let σE be a soft binary relation over U . The following are equiv-
alent:

(1) e is a necessary parameter;
(2) e is independent in E;
(3) ∃ x, y ∈ U , D(x, y) = {e}.

Proof. (1) =⇒ (2). Suppose that e is not independent in E. Then

ind(E − {e}) = ind(E).

This implies E−{e} ∈ co(σE). Consider E−{e}. By Proposition 3.2, ∃ A ⊆ E−{e},
A ∈ red(σE).

A ⊆ E − {e} implies e ̸∈ A. Then e is not necessary. This is a contradiction.
(2) =⇒ (1). Suppose that e is not necessary. Then ∃ A ∈ red(σE), e ̸∈ A. So

A ⊆ E − {e} ⊆ E. This implies

ind(A) ⊇ ind(E − {e}) ⊇ ind(E).

By A ∈ red(σE), ind(A) = ind(E). Then ind(E − {e}) = ind(E). So e is not
independent in E. This is a contradiction.

(2) =⇒ (3). Since e is independent in E, we have ind(E − {e}) ̸= ind(E). Then
ind(E − {e})− ind(E) ̸= ∅. Pick

(x, y) ∈ ind(E − {e})− ind(E).

Denote E = {e1, e2, . . . , en}. Then e = ej for some j ≤ n. So

(x, y) ∈
∩

1≤i≤n,i̸=j

ei −
∩

1≤i≤n

ei.

This implies (x, y) ̸∈ ej and (x, y) ∈ ei (i ̸= j).
Thus D(x, y) = {e}.
(3) =⇒ (2). Since ∃ x, y ∈ U , D(x, y) = {e}, we have

(x, y) ̸∈ σ(e), (x, y) ∈ σ(e′) (e′ ̸= e).

Then (x, y) ∈ ind(E − {e}). But (x, y) ̸∈ ind(E). This implies ind(E − {e}) ̸=
ind(E). Thus e is independent in E. □
Proposition 3.10. Let σE be a soft binary relation over U . Denote

R⋆ =
∪

A∈co(σE)

ind(A− {e}).

Then the following are equivalent:
(1) e is a absolutely dispensable parameter;
(2) ∀ A ∈ co(σE), ind(A− {e}) = ind(E);
(3) R⋆ = ind(E);
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(4) R⋆ ⊆ σ(e).

Proof. (1) =⇒ (2). By Proposition 3.2, ∃ B ⊆ A, B ∈ red(σE). Since e is not
necessary, we have e ̸∈ B, which implies B ⊆ E − {e}. Then

B ⊆ A ∩ (E − {e}) = A− {e} ⊆ A.

We have

ind(B) ⊇ ind(A− {e})) ⊇ ind(A).

Note that A ∈ co(σE) and B ∈ red(σE). Then ind(A) = ind(E) = ind(B). Thus

ind(A− {e}) = ind(E).

(2) =⇒ (3) =⇒ (4) are obvious.
(4) =⇒ (1). Suppose ∃ A ∈ red(σE), e ∈ A. Then A − {e} ⊂ A. Since

A ∈ red(σE), we have A − {e} ̸∈ co(σE). Then ind(A − {e}) − ind(E) ̸= ∅.
A ∈ red(σE) implies ind(A) = ind(E). Then

ind(A− {e})− ind(A) ̸= ∅.

Pick (x, y) ∈ ind(A − {e}) − ind(A). Note that ind(A) = ind(A − {e}) ∩ σ(e).
Then (x, y) ̸∈ σ(e).

Since A ∈ co(σE) and R⋆ ⊆ σ(e), we have ind(A − {e}) ⊆ σ(e). Then (x, y) ∈
σ(e). This is a contradiction. □

Theorem 3.11. Let σE be a soft binary relation over U . Then
(1) e is necessary ⇔ E − {e} ̸∈ co(σE).
(2) e is relatively necessary ⇔ E − {e} ∈ co(σE) and R⋆ ̸⊆ σ(e).
(3) e is absolutely dispensable ⇔ R⋆ ⊆ σ(e).
(4) e is dispensable ⇔ E − {e} ∈ co(σE).

Proof. This holds by Propositions 3.9 and 3.10. □

Example 3.12. In Example 3.4, we have
(1) e2 is necessary.
(2) e1 and e4 are relatively necessary.
(3) e3 is absolutely dispensable.
(4) e1, e3 and e4 are dispensable.

4. An algorithm

It is more convenient to calculate parameter reductions and the core in a soft
binary relation by using the following discernibility function when there are many
binary relations in a soft binary relation.

Below, we give an algorithm on parameter reductions of a soft binary relation
with the help of mathematical logic.

“
∨
”(disjunction), “

∧
”(conjunction), “−→”(implication), “←→”(biimplication)

are propositional connectives in mathematical logic. They are read as “or”, “and”,
“if-then”, “if and only if”, respectively.

Let σE be a soft binary relation over U . ∀ e ∈ E, we specify a Boolean variable
“e”. If D(x, y) = {e1, e2, · · ·, ek} (x, y ∈ U), then we specify a Boolean function
e1 ∨ e2 ∨ · · · ∨ ek.
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Denote ∨
{e1, e2, · · ·, ek} or

k∨
i=1

ei = e1 ∨ e2 ∨ · · · ∨ ek,

∧
{e1, e2, · · ·, ek} or

k∧
i=1

ei = e1 ∧ e2 ∧ · · · ∧ ek.

We stipulate that ∨ ∅ = 1 and ∧ ∅ = 0 where 0 and 1 are two Boolean constants.

Definition 4.1. Let σE be a soft binary relation over U where U = {x1, x2, · · ·, xn}
and D(σE) = (dij)n×n the discernibility matrix in σE . We define the discernibility
function ∆(σE) in σE as follows:

∆(σE) =
∧

(
∨

dij).

Example 4.2. In Example 3.4, we have

△(σE) = e2 ∧ (e1 ∨ e2 ∨ e3 ∨ e4)∧ (e1 ∨ e4)∧ (e1 ∨ e3 ∨ e4)∧ (e1 ∨ e2 ∨ e4)∧ (e2 ∨ e3).

Definition 4.3. Let σE be a soft binary relation over U . If ∆(σE) =
q∨

k=1

(
pk∧
l=1

ekl),

where every Ak = {ekl : l ≤ pk} ⊆ E has not repetitive elements, then
q∨

k=1

(
pk∧
l=1

ekl)

is called the standard minimum formula of ∆(σE). We denote it by ∆∗(σE). That
is,

∆∗(σE) =

q∨
k=1

(

pk∧
l=1

ekl).

Example 4.4. In Example 3.4, we have

e2 ≤ (e1∨e2∨e3∨e4), e2 ≤ (e1∨e2∨e4), e2 ≤ (e2∨e3), (e1∨e4) ≤ (e1∨e3∨e4).

Obviously,

e2 ∧ (e1 ∨ e2 ∨ e3 ∨ e4) = e2, e2 ∧ (e1 ∨ e2 ∨ e4) = e2,

e2 ∧ (e2 ∨ e3) = e2, (e1 ∨ e4) ∧ (e1 ∨ e3 ∨ e4) = e1 ∨ e4.

Then ∆(σE) = e2∧(e1∨e2∨e3∨e4)∧(e1∨e4)∧(e1∨e3∨e4)∧(e1∨e2∨e4)∧(e2∨e3)
= e2 ∧ (e1 ∨ e4)
= (e1 ∧ e2) ∨ (e2 ∧ e4).

Thus ∆∗(σE) = (e1 ∧ e2) ∨ (e2 ∧ e4).

Theorem 4.5. Let σE be a soft binary relation over U . If ∆∗(σE) =
q∨

k=1

(
pk∧
l=1

ekl)

is the standard minimum formula of ∆(σE). Then red(σE) = {Ak : k ≤ q} where
Ak = {ekl : l ≤ pk}.

Proof. (1) Let Ak0
∈ {Ak : k ≤ q}.

(i) Obviously, ∆∗(σE) =
q∨

k=1

(
pk∧
l=1

ekl) =
q∨

k=1

(
∧
Ak). Then

∧
Ak0 −→ ∆∗(σE).
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Let σE be a soft binary relation over U . The algorithm of parameter reductions of
σE is shown as follows:

Input: the soft binary relation σE over U ;
Output: red(σE) and core(σE).

Step 1. Input the soft binary relation σE over U ;
Step 2. Calculate the discernibility matrix D(σE) in σE ;

Step 3. Give discernibility function ∆(σE) in σE ;
Step 4. Calculate standard minimum formula ∆∗(σE) of ∆(σE);
Step 5. Output all parameter reductions and the core in σE .

Since ∆∗(σE) = ∆(σE) =
∧
(
∨

dij), we have

∆∗(σE)⇐⇒
∨

dij for any 1 ≤ i, j ≤ n.

Then ∀ x, y ∈ U ,
∧

Ak0 −→
∨
D(x, y).

So ∀ (x, y) ̸∈ ind(E),
∧

Ak0 −→
∨
D(x, y).

Now
∧
Ak0 ⇐⇒ ek0l for any l ≤ pk0 and

∨
D(x, y) ←→ e for some e ∈ D(x, y).

Then ∀ (x, y) ̸∈ ind(E), ek0l for any l ≤ pk0 −→ e for some e ∈ D(x, y). So
∀ (x, y) ̸∈ ind(E), there exists l0 ≤ pk0 such that e = ek0l0 , i.e., e ∈ Ak0 ∩ D(x, y).
Thus ∀ (x, y) ̸∈ ind(E), Ak0 ∩ D(x, y) ̸= ∅.

By Proposition 3.5, Ak0 ∈ co(σE).
(ii) To prove Ak0

∈ red(σE), by Theorem 3.6, we only need to show that

∀ e ∈ Ek0 , ∃ (xe, ye) ∈ ind(E), (Ak0 − {e}) ∩ D(xe, ye) = ∅.

Suppose that ∃ e0 ∈ Ak0 such that (Ak0 − {e0}) ∩ D(x, y) ̸= ∅ for any (x, y) ̸∈
ind(E). Pick exy ∈ (Ak0 − {e0}) ∩ D(x, y). Then

∧
(Ak0 − {e0}) −→ exy and

exy −→
∨
D(x, y). Thus ∀ (x, y) ̸∈ ind(E),

∧
(Ak0 − {e0}) −→

∨
D(x, y).

∀ (x, y) ∈ ind(E), we have D(x, y) = ∅. Then
∧
(Ak0 − {e0}) −→

∨
D(x, y).

It follows that ∀ x, y ∈ U ,∧
(Ak0 − {e0}) −→

∨
D(x, y).

Since ∆∗(σE) contains all true explanations of ∆(σE), we have Ak0
−{e0} ∈ {Ak :

k ≤ q}. Then
(
∧

Ak0
)
∨
(
∧
(Ak0

− {e0}))
= ((

∧
(Ak0 − {e0}))

∧
{e0})

∨
((
∧
(Ak0 − {e0}))

∧
1)

= (
∧
(Ak0 − {e0}))

∧
({e0}

∨
1)

= (
∧
(Ak0 − {e0}))

∧
1

=
∧
(Ak0 − {e0}).

This implies Ak0 ̸∈ {Ak : k ≤ q}. This is a contradiction.
Thus Ak0 ∈ red(σE). This show red(σE) ⊇ {Ak : k ≤ q}.

(2) Let A ∈ red(σE). Then A ∈ co(σE). By Proposition 3.5, A ∩ D(x, y) ̸= ∅
( (x, y) ̸∈ ind(E) ). Similar to the proof of (1) (ii), we have A ∈ {Ak : k ≤ q}.

Thus red(σE) ⊆ {Ak : k ≤ q}. Hence red(σE) = {Ak : k ≤ q}. □

Example 4.6. We consider Example 3.4.
636
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In Step 1, we input the soft binary relation σE over U .
In Step 2, we obtain the discernibility matrix D(σE).
In Step 3, we obtain

∆(σE) = e2 ∧ (e1 ∨ e2 ∨ e3 ∨ e4)∧ (e1 ∨ e4)∧ (e1 ∨ e3 ∨ e4)∧ (e1 ∨ e2 ∨ e4)∧ (e2 ∨ e3).
In Step 4, we obtain ∆∗(σE) = (e1 ∧ e2) ∨ (e2 ∧ e4).
In Step 5, we obtain all parameter reductions of σE : {e1, e2}, {e2, e4} and

core(σE) = {e2}.

5. Conclusions

In this paper, we have investigated the parameter reduction of soft binary relations
by using discernibility matrix and discernibility functions and given its algorithm.
In the future work, we will consider concrete applications of the parameter reduction
of soft binary relations.
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