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1. Introduction

The permanent has a rich structure when restricted to certain classes of matrices,
particularly, matrices of zeros and ones, (entrywise) nonnegative matrices and posi-
tive semidefinite matrices. Furthermore, there is a certain similarity of its properties
over the class of nonnegative matrices and the class of positive semidefinite matrices.
Romanowicz and Grabowski [19] used permanent of a square matrix. Permanent is
used in graph-theoretic interpretations also. One is as the sum of weights of cycle
covers of a directed graph, another is as the sum of weights of perfect matching in
a bipartite graph.

The concept of fuzzy matrix (FM)[21] is one of the recent topics developed for
dealing with the uncertainties present in engineering, agriculture, science, social sci-
ence and also in most of our real life situations. Thomason [24] published the first
work on fuzzy matrices and this work was based on the max-min operation. He
studied the convergence of power of a fuzzy matrix with max-min operation. Kim
[10] presented some properties on semigroup of fuzzy matrices. He also studied the
inverse of fuzzy matrix. Kim and Roush [11] studied generalized fuzzy matrices and
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presented a systematic development of fuzzy matrix theory. Hashimoto [7, 8] investi-
gated some properties of fuzzy matrices. Pal [15] defined first time the intuitionistic
fuzzy determinant and Pal et al. [1, 2, 13, 16, 17, 18, 20] have introduced the con-
cept of intuitionistic fuzzy matrices and studied several properties. Bhowmik and
pal[4] presented some results on interval-valued intuitionistic fuzzy matrices [9]. The
parameterization tool of interval-valued fuzzy matrix enhances the flexibility of its
application. Most of our real life problems in medical sciences, engineering, manage-
ment environment and social sciences often involved data which are not necessarily
crisp, precise and deterministic in character due to various uncertainties associated
with these problems. Such uncertainties are usually being handled with the help of
the topics like probability, fuzzy sets, intuitionistic fuzzy sets, interval mathemat-
ics, rough sets, etc. The most useful representation of fuzziness is by membership
function. Depending upon the nature and shape of the membership function the
fuzzy number can be classified in different forms, such as triangular fuzzy number
(TFN), trapezoidal fuzzy number, etc. Several researchers present various results
on TFNs. Chen [5] gives the concept about generalized TFNs. Pal et al. [3, 23]
presented some properties of TFNs and TFMs (matrices of TFNs). The concept
of interval-valued fuzzy matrix (IVFM)[14] as a generalization of fuzzy matrix was
introduced and developed by Shyamal and Pal [22], by extending the max-min op-
eration on fuzzy algebra F = [0, 1], for the elements a, b ∈ F, a + b = max{a, b}
and a.b = min{a, b}. Let Fmn be the set of all m × n order fuzzy matrices over
the fuzzy algebra with support [0, 1], that is matrices whose entries are intervals
and all the intervals are subintervals of the interval [0, 1]. An IVFM is represented

as A = [aij ] =
[
[aijL, aijU ]

]
, where each aij is a subinterval of the interval [0, 1],

as the interval matrix A = [AL, AU ] whose ijth entry is the interval [aijL, aijU ],
where the lower limit matrix AL = [aijL] and the upper limit matrix AU = [aijU ]
are fuzzy matrices such that aijL ≤ aijU for all i, j, i.e. AL ≤ AU [12].

In this paper, in Section 2 some definitions of FM, IVFM are recalled with some
algebraic operations and the definition of permanent with example. In Section 3,
permanent of IVFM is defined with some of its properties. Also, a method is de-
scribed in Section 4 to evaluate the permanent for large order IVFMs with examples.
Finally, in Section 5 permanent of TFM is defined with some propositions.

2. Preliminaries

In this section, some basic definitions of FMs, IVFMs, TFNs, TFMs and perma-
nent of crisp matrix are given. IVFM denotes the set of all interval-valued fuzzy
matrices, that is, fuzzy matrices whose entries are all subintervals of the interval
[0,1].

Definition 2.1. (Fuzzy Matrix) A fuzzy matrix A of order m × n is defined by
A = [< aij , aijµ >]m×n where aijµ is the membership value of the element aij in A
and aijµ ∈ [0, 1].
For simplicity, we write A as A =[aijµ]m×n.

For a pair of fuzzy matrices E = [eij ] and F = [fij ] in Fmn such that E ≤ F , let
us define the interval matrix as [E,F ], whose ijth entry is the interval with lower
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limit eij and upper limit fij , that is [eij , fij ]. In particular, for E = F , IVFM [E,F ]
reduces to the fuzzy matrix E ∈ Fmn.

Definition 2.2. (Interval-Valued Fuzzy Matrix) An IVFM A over Fmn is

defined as A = [aij ] =
[
[aijL, aijU ]

]
m×n

. Let us define AL = [aijL]m×n and

AU = [aijU ]m×n, clearly AL and AU belong to Fmn such that AL ≤ AU . In short, A
can be written as A = [AL, AU ], where AL and AU are called the lower and upper

limits of A, respectively. For simplicity, we write an IVFM as A =
[
[aijL, aijU ]

]
m×n

with maintaining the condition 0 ≤ aijL ≤ aijU ≤ 1.

Here we shall follow the basic operations on IVFM.

Let A = [aij ] =
[
[aijL, aijU ]

]
and B = [bij ] =

[
[bijL, bijU ]

]
be two IVFMs of

order m× n, their sum is denoted by A+B and is defined as

A+B = [max{aij , bij}] = [max{aijL, bijL}, max{aijU , bijU}].

Product of two IVFMs A = [aij ]m×n and B = [bij ]n×p denoted by AB and is defined
as

AB = [cij ] =
[ n∑
k=1

aikbkj

]
, i = 1, 2, . . . ,m and j = 1, 2, . . . , p

=
[ n∑
k=1

(aikL.bkjL),
n∑

k=1

(aikU . bkjU )
]

= [max
k

min(aikL, bkjL), max
k

min(aikU , bkjU )].

If A = [AL, AU ] and B = [BL, BU ], then A+B = [AL +BL, AU +BU ], AB =
[ALBL, AUBU ].
A ≥ B if and only if aijL ≥ bijL and aijU ≥ bijU . Also, it can be proved that A ≥ B
if and only if A+B = A.

Definition 2.3. (Triangular Fuzzy Number) A triangular fuzzy number (TFN)
can be represented as M = ⟨m,α, β⟩, where m is the point whose membership grade
is 1 called the mean value and α, β are the left hand and right hand spreads of M ,
respectively. The membership function of M is,

µM (x) =


0 for x ≤ m− α

1− m−x
α for m− α < x < m

1 for x = m
1− x−m

β for m < x < m+ β

0 for x ≥ m+ β.

Here we introduce some arithmetic operations of TFNs due to Dubois and Prade
[6].

Let M = ⟨m,α, β⟩ and N = ⟨n, γ, δ⟩ be two TFNs.

(1) Addition: For two TFNs M and N , addition is given by M + N = ⟨m +
n, α+ γ, β + δ⟩.
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(2) Scalar multiplication: Let λ be a scalar, then multiplication of TFM by
a scalar is given by
λM = ⟨λm, λα, λβ⟩, when λ ≥ 0.
λM = ⟨λm,−λβ,−λα⟩, when λ ≤ 0.
In particular, −M = ⟨−m,β, α⟩.

(3) Subtraction: For two TFMs M and N , subtraction is defined as M −N =
⟨m,α, β⟩ − ⟨n, γ, δ⟩ = ⟨m− n, α+ δ, β + γ⟩.

(4) Multiplication: Rules for multiplication are as follows:
(a) When M ≥ 0 and N ≥ 0 (M ≥ 0, if m ≥ 0)
M.N = ⟨m,α, β⟩.⟨n, γ, δ⟩ = ⟨mn,mγ + nα,mδ + nβ⟩.
(b) When M ≤ 0 and N ≥ 0
M.N = ⟨m,α, β⟩.⟨n, γ, δ⟩ = ⟨mn,nα−mδ, nβ −mγ⟩.
(c) When M ≤ 0 and N ≤ 0
M.N = ⟨m,α, β⟩.⟨n, γ, δ⟩ = ⟨mn,−nβ −mδ,−nα−mγ⟩.

Definition 2.4. (Matrix of Triangular Fuzzy Numbers (TFM)) A TFM of
order m×n is defined as A = [aij ]m×n, where aij = ⟨mij , αij , βij⟩ is the ijth element
of A, mij is the mean value of aij and αij , βij are the left and right spreads of aij ,
respectively.

The following operations are defined on TFMs.
(i) A+B = [aij + bij ]
(ii) A−B = [aij − bij ]

(iii) If A = [aij ]m×n and B = [bij ]n×p, then A.B =
n∑

k=1

aik.bkj , i = 1, 2, . . . ,m and

j = 1, 2, . . . , p.
(iv) AT = [aji]n×m

(v) k.A = [kaij ], where k is a scalar.
The definition of permanent[25] is similar to the definition of determinant except

the sign of each term in summation. The number of terms over summation are
same in both cases but the signs associated in each term are all positive in case of
permanent. The permanent cannot compete with determinant, in terms of the depth
of theory and breadth of applications, but it is safe to say that the permanent also
exhibits both these characteristics in ample measure, a fact that has not received
enough attention.

Definition 2.5. (Permanent) If A = [aij ]n×n is a crisp matrix of order n × n,
then the permanent of A is denoted by Per(A) and defined as

Per(A) =
∑

σ∈Sn

n∏
i=1

aiσ(i),

where Sn is the symmetric group of order n.

Let us consider an example to illustrate the permanent of a crisp matrix.
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Example 2.6. Let A =

 2 5 4
1 3 7
3 9 6

 be a crisp matrix of order 3× 3.

Then Per(A) = a11 · a22 · a33 ·+a12 · a23 · a31 + a13 · a22 · a31 + a11 · a23 · a32
+a12 · a21 · a33 + a13 · a21 · a32

= 2 · 3 · 6 + 5 · 7 · 3 + 4 · 3 · 3 + 2 · 7 · 9 + 5 · 1 · 6 + 4 · 1 · 9 = 369.

3. Permanent of IVFMs

In this section, we introduce the permanent of IVFMs and some of its properties.

Definition 3.1. Let A = [aij ]m×n be an interval-valued fuzzy matrix, where aij =
[aijL, aijU ] be an interval and 0 ≤ aijL ≤ aijU ≤ 1.
Then the permanent of A is denoted by Per(A) and defined by

Per(A) =
∑
σ∈S

m∏
i=1

aiσ(i) for m ≤ n

[where S is the set of all one-to-one mappings

from {1, 2, . . .m} to {1, 2, . . . n}]

=
∑
σ∈S

n∏
j=1

aσ(j)j for m > n

[where S is the set of all one-to-one mappings

from {1, 2, . . . n} to {1, 2, . . .m}]

Two expressions are written for the permanent of a matrix, because for m > n,
there are one-to-one mappings from {1, 2, . . . n} to {1, 2, . . .m}. In this case, no
one-to-one mapping is possible from {1, 2, . . .m} to {1, 2, . . . n}. But for m ≤ n the
one-to-one mappings are possible from {1, 2, . . .m} to {1, 2, . . . n}.

Following two examples are considered to illustrate the definition.

Example 3.2. Let A =

[
[0.2,0.5] [0.1,0.7] [0.5,0.6]
[0.3,0.4] [0.5,0.8] [0.4,0.6]

]
.

Then Per(A) = max
{
min([0.2, 0.5], [0.5, 0.8]),min([0.2, 0.5], [0.4, 0.6]),

min([0.1, 0.7], [0.3, 0.4]),min([0.1, 0.7], [0.4, 0.6]),

min([0.5, 0.6], [0.3, 0.4]),min([0.5, 0.6], [0.5, 0.8])
}

= max{[0.2, 0.5], [0.2, 0.5], [0.1, 0.4], [0.1, 0.6], [0.3, 0.4], [0.5, 0.6]}
= [0.5, 0.6].
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Example 3.3. If we take B =

 [0.1,0.5] [0.4,0.5]
[0.3,0.4] [0.2,0.3]
[0.2,0.6] [0.6,0.8]

 ,

Then Per(B) = max
{
min([0.1, 0.5], [0.2, 0.3]),min([0.1, 0.5], [0.6, 0.8]),

min([0.3, 0.4], [0.4, 0.5]),min([0.3, 0.4], [0.6, 0.8]),

min([0.2, 0.6], [0.4, 0.5]),min([0.2, 0.6], [0.2, 0.3])
}

= max
{
[0.1, 0.3], [0.1, 0.5], [0.3, 0.4], [0.3, 0.4], [0.2, 0.5], [0.2, 0.3],

}
= [0.3, 0.5].

3.1. Some properties of permanent of IVFMs. Some trivial properties of per-
manent of IVFMs are presented below.
1. For any triangular or diagonal IVFM A, Per(A) = min{of its diagonal entries}.
2. For any row IVFM or column IVFM A, Per(A) = max{of the entries}.
3. For any two IVFMs A and B such that, number of columns of A = number of
rows of B, then Per(AB) ≥ min

{
Per(A), P er(B)

}
.

4. If A and B are any two IVFMs such that both AB and BA are defined, then
Per(AB) ̸= Per(BA), in general.

The proofs of the above properties are straightforward, they are illustrated by
the following examples.

Example 3.4. Let A =

[
[0.2,0.5] [0.1,0.3] [0.3,0.4]
[0.3,0.6] [0.2,0.3] [0.4,0.5]

]
and

B =

 [0.1,0.2] [0.7,0.8]
[0.1,0.6] [0.6,0.9]
[0.3,0.8] [0.2,0.5]

 .

Then AB =

[
[0.3,0.4] [0.2,0.5]
[0.3,0.5] [0.3,0.6]

]
.

P er(A) = max{[0.2, 0.5], [0.1, 0.3], [0.3, 0.4]} = [0.3, 0.5],
P er(B) = max{[0.1, 0.2], [0.1, 0.6], [0.3, 0.8]} = [0.3, 0.8]
and Per(AB) = max{[0.3, 0.4], [0.2, 0.5]} = [0.3, 0.5]
Thus Per(AB) = min

{
Per(A), Per(B)

}
.

In this example the equality part of the property 3 is satisfied.

Example 3.5. Let A =
[
[0.2, 0.3] [0.1, 0.5] [0.5, 0.9]

]
and B =

 [0.2,0.6]
[0.3,0.4]
[0.2,0.5]

.
Then AB = [[0.2, 0.5]], and BA =

 [0.2,0.3] [0.1,0.5] [0.2,0.6]
[0.2,0.3] [0.1,0.4] [0.3,0.4]
[0.2,0.3] [0.1,0.5] [0.2,0.5]


Now, Per(BA) = max

{
[0.1, 0.3], [0.1, 0.3], [0.1, 0.3]

}
= [0.1, 0.3].

For this case, Per(AB) ̸= Per(BA). which illustrate property 4.

In the following some important results are presented for permanent of IVFMs.
386



Anjana Das et al./Ann. Fuzzy Math. Inform. 10 (2015), No. 3, 381–395

Proposition 3.6. For any two IVFMs A and B of same order, such that A ≤ B ⇒
Per(A) ≤ Per(B).

Proof. Let A = [aij ]m×n and B = [bij ]m×n be two IVFMs where aij = [aijL, aijU ]
and bij = [bijL, bijU ].
Then, A ≤ B ⇒ aijL ≤ bijL and aijU ≤ bijU for all i = 1, 2, . . . ,m, j = 1, 2, . . . , n.
When m ≤ n,

Per(A) =
∑
σ∈S

m∏
i=1

aiσ(i) =
∑
σ∈S

m∏
i=1

[aiσ(i)L, aiσ(i)U ]

≤
∑
σ∈S

m∏
i=1

[biσ(i)L, biσ(i)U ] = Per(B).

When m > n,

Per(A) =
∑
σ∈S

n∏
j=1

aσ(j)j =
∑
σ∈S

n∏
j=1

[aσ(j)jL, aσ(j)jU ]

≤
∑
σ∈S

n∏
j=1

[bσ(j)jL, bσ(j)jU ] = Per(B).

Hence A ≤ B ⇒ Per(A) ≤ Per(B) □

Proposition 3.7. For any IVFM A, Per(A) = Per(AT ).

Proof. Let A = [aij ]m×n and aij = [aijL, aijU ],
When m ≤ n,

Per(A) =
∑
σ∈S

m∏
i=1

aiσ(i) =
∑
σ∈S

m∏
i=1

[aiσ(i)L, aiσ(i)U ].

Let AT = B = [bij ]m×n, n ≥ m.
Then, bij = aji i.e. bijL = ajiL and bijU = ajiU .

Per(AT ) = Per(B) =
∑
σ∈S

( m∏
j=1

bσ(j)j

)
=

∑
σ∈S

m∏
j=1

ajσ(j)

=
∑
σ∈S

m∏
i=1

aiσ(i) = Per(A).

For m > n, the proof is similar as before. □

Proposition 3.8. Interchanging of rows or columns does not effect to the permanent
value of the matrix.

Proof. Let A = [aij ] be an IVFM of order m × n and B = [bij ]m×n is obtained
from A by interchanging the rth and sth row (r < s) of A. Then, it is clear that,
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bij = aij , i ̸= r, i ̸= s and brj = asj , bsj = arj .

Now, Per(B) =
∑
σ∈S

( m∏
i=1

biσ(i)

)
=

∑
σ∈S

b1σ(1)b2σ(2) · · · brσ(r) · · · bsσ(s) · · · bmσ(m)

=
∑
σ∈S

a1σ(1)a2σ(2) · · · asσ(r) · · · arσ(s) · · · amσ(m)

=
∑
σ∈S

[a1σ(1)L, a1σ(1)U ][a2σ(2)L, a2σ(2)U ] · · · [asσ(r)L, asσ(r)U ] · · ·

[arσ(s)L, arσ(s)U ] · · · [amσ(m)L, amσ(m)U ].

Let λ =

(
1 2 · · · r · · · s · · ·m
1 2 · · · s · · · r · · ·m

)
and σλ = ϕ, then ϕ(i) = σ(i) for i ̸= r, i ̸= s and

ϕ(r) = σ(s) and ϕ(s) = σ(r).

Then, Per(B) =
∑
σ∈S

[a1σ(1)L, a1σ(1)U ][a2σ(2)L, a2σ(2)U ] · · · [asσ(r)L, asσ(r)U ] · · ·

[arσ(s)L, arσ(s)U ] · · · [amσ(m)L, amσ(m)U ]

=
∑
ϕ∈S

[a1ϕ(1)L, a1ϕ(1)U ][a2ϕ(2)L, a2ϕ(2)U ] · · · [asϕ(s)L, asϕ(s)U ] · · ·

[arϕ(r)L, arϕ(r)U ] · · · [amϕ(m)L, amϕ(m)U ]

=
∑
ϕ∈S

[a1ϕ(1)L, a1ϕ(1)U ][a2ϕ(2)L, a2ϕ(2)U ] · · · [arϕ(r)L, arϕ(r)U ] · · ·

[asϕ(s)L, asϕ(s)U ] · · · [amϕ(m)L, amϕ(m)U ]

= Per(A).

Hence, interchanging of rows or columns does not alter the permanent value. □

A permutation matrix is a square binary matrix that has exactly one entry 1 in
each row and each column and 0s elsewhere. An example of permutation matrix of

order 3× 3 is given by A =

 1 0 0
0 0 1
0 1 0

.
It also can be written as A =

 [1,1] [0,0] [0,0]
[0,0] [0,0] [1,1]
[0,0] [1,1] [0,0]

.
Next proposition is related to permutation matrices.

Proposition 3.9. For any IVFM A, Per(A) = Per(PAQ), where P and Q are
permutation matrices.

Proof. LetA = [aij ]m×n, P = [pij ]m×m, andQ = [qij ]n×n where aij = [aijL, aijU ], pij =
[pijL, pijU ] and qij = [qijL, qijU ], where P and Q are permutation matrices.
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The matrix AQ obtained from A by interchanging columns according as the ma-
trix Q [i.e. by which change we get Q from In, we apply it to A].
Let the matrix AQ be Ac.

Now PAQ = PAc, where the IVFM PAc obtained from Ac by interchanging rows
according as the matrix P .
Let PAc = Acr, where Acr is the matrix obtained from A by interchanging some
rows and columns.

Now Per(PAQ) = Per(Acr) = Per(A) [Since interchanging of rows and columns
does not effect to the permanent value]. □

Let A = [aij ]m×n and B = [bij ]m×n be two IVFMs where aij = [aijL, aijU ], bij =
[bijL, bijU ].

Then we define aij
∧

bij = [min{aijL, bijL},min{aijU , bijU}],

aij
∨

bij = [max{aijL, bijL},max{aijU , bijU}].

Also, A
∧

B = [aij
∧
bij ]m×n, A

∨
B = [aij

∨
bij ]m×n.

Proposition 3.10. For any two IVFMs A and B of same order, Per(A
∧
B) ≤

Per(A)
∧

Per(B).

Proof. Let A
∧
B = C, where A = [aij ]m×n, B = [bij ]m×n, C = [cij ]m×n are three

IVFMs. Then cijL = min{aijL, bijL} and cijU = min{aijU , bijU}.
Now for m ≤ n,

Per(A
∧

B) =
∑
σ∈S

m∏
i=1

ciσ(i) =
∑
σ∈S

( m∏
i=1

[ciσ(i)L, ciσ(i)U ]
)

=
∑
σ∈S

( m∏
i=1

[min{aiσ(i)L, biσ(i)L}, min{aiσ(i)U , biσ(i)U}]
)

≤
∑
σ∈S

( m∏
i=1

[aiσ(i)L, aiσ(i)U ]
)
= Per(A).

So, Per(A
∧

B) ≤ Per(A).
Now for, m > n, the proof is similar.
Similarly, we can prove Per(A

∧
B) ≤ Per(B).

Therefore, Per(A
∧
B) ≤ Per(A)

∧
Per(B). □

Proposition 3.11. For any two IVFMs A and B, Per(A
∨
B) ≥ Per(B)

∨
Per(B).

Proof. Let A
∨
B = D, where A = [aij ]m×n, B = [bij ]m×n, D = [dij ]m×n are three

IVFMs. Then, dijL = max{aijL, bijL} and dijU = max{aijU , bijU}.
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When m ≤ n,

Per(A
∨

B) =
∑
σ∈S

m∏
i=1

diσ(i) =
∑
σ∈S

( m∏
i=1

[diσ(i)L, diσ(i)U ]
)

=
∑
σ∈S

( m∏
i=1

[max{aiσ(i)L, biσ(i)L}, max{aiσ(i)U , biσ(i)U}]
)

≥
∑
σ∈S

( m∏
i=1

[aiσ(i)L, aiσ(i)U ]
)
= Per(A).

So, Per(A
∨

B) ≥ Per(A).
Now for, m > n, the proof is similar.
Similarly, we can prove Per(A

∨
B) ≥ Per(B).

Therefore, Per(A
∨
B) ≥ Per(A)

∨
Per(B).

Hence the proof. □

If A and B are two IVFMs satisfies the relation AXA = A, then X is called
g-inverse of A and A is called regular.

Proposition 3.12. If A = [aij ]m×n be a regular matrix and B is a g-inverse of A,
then Per(AB) = Per(AB)2.

Proof. Since B is a g-inverse of A
Then ABA = A
⇒ ABAB = AB
⇒ (AB)2 = AB
Then Per(AB)2 = Per(AB).
Hence the proof. □

Proposition 3.13. If A is constant IVFM (i.e. all rows or all columns are equal)
then

Per(A) = min{its entries}
= min{along row entries} if rows are equal

= min{along column entries} if columns are equal.

Proof. Let A = [aij ]m×n be a constant IVFM whose rows are equal.
Here aij = [aijL, aijU ] where a1jL = aijL and a1jU = aijU for all i.
When m > n,

Per(A) =
∑
σ∈S

m∏
j=1

[aσ(j)jL, aσ(j)jU ]

=
∑
σ∈S

m∏
j=1

[a1jL, a1jU ]

=
m∏
i=1

[aiσ(i)L, aiσ(i)U ]

= min{along row entries}.
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When m ≤ n, the proof is similar.
The proof is similar to other cases. □

4. Evaluation of permanent of large order IVFM

It is very difficult to handle a large order matrix, it may be crisp or any kind of
fuzzy matrix. Hence, evaluation of permanent of such matrices is also a complicated
task. In this section, a suitable method is described to evaluate the permanent of
an IVFM.

Let Ωpt = {(ω1, ω2, . . . , ωp) : 1 ≤ ω1 ≤ ω2 ≤ · · · ≤ ωp ≤ t}; ωi is integer,
i = 1, 2, . . . , p.
For α ∈ Ωrm, β ∈ Ωsn, let A[α|β] denotes the r × s submatrix obtained from A by
taking only rows of α and columns of β, where ijth entry of A[α|β] is aαiβj .
A(α|β) denotes the (m − r) × (n − s) submatrix of A complementary to A[α|β],
i.e. A(α|β) is the submatrix which we obtained from A by deleting rows of α and
columns of β.
Am example is given to illustrate A[α|β] and A(α|β).

Example 4.1. Let A =


[0.2,0.3] [0.1,0.4] [0.3,0.6] [0.4,0.5] [0.3,0.9]
[0.5,0.7] [0.2,0.4] [0.1,0.3] [0.4,0.6] [0.7,0.8]
[0.2,0.4] [0.3,0.5] [0.4,0.7] [0.3,0.8] [0.5,0.6]
[0.3,0.4] [0.2,0.3] [0.5,0.6] [0.7,0.9] [0.5,0.7]
[0.1,0.5] [0.2,0.4] [0.3,0.5] [0.4,0.6] [0.5,0.8]
[0.2,0.3] [0.1,0.5] [0.4,0.7] [0.5,0.9] [0.6,0.8]


and α = (2, 4, 5), β = (1, 3, 4).

Then A[α|β] =

 [0.5,0.7] [0.1,0.3] [0.4,0.6]
[0.3,0.4] [0.5,0.6] [0.7,0.9]
[0.1,0.5] [0.3,0.5] [0.4,0.6]


and A(α|β) =

 [0.1,0.4] [0.3,0.9]
[0.3,0.5] [0.7,0.8]
[0.1,0.5] [0.6,0.8]


The permanent is calculated by using the following theorem.

Theorem 4.2. For an m× n IVFM A, m, n ≥ 2 and α ∈ Ωrm, then

Per(A) =
∑

β∈Ωsn

(∏
{Per(A[α|β]), P er(A(α|β))}

)
.

In particular,

Per(A) =
n∑

t=1

( m∏
i=1

{ait, P er(A(i|t))}
)
.

Corollary 4.3. Let A be m×n matrix and A =

[
B C
0 D

]
be a block presentation,

where B = [bij ]m1×n1 , C = [cij ]m1×n2 , D = [dij ]m2×n2 ,
such that m1 +m2 = m, n1 + n2 = n.

Then Per(A) = Per(B)Per(D).
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5. Permanent of TFMs

In this section, we introduce the permanent of TFM (i.e. matrices of triangular
fuzzy numbers) and some of propositions.

Definition 5.1. Let A = [aij ]m×n be a TFM where aij = ⟨mij , αij , βij⟩ be a
triangular fuzzy number.

Then the permanent of A is denoted by Per(A) and is defined by

Per(A) =
∑
σ∈S

m∏
i=1

⟨miσ(i), αiσ(i), βiσ(i)⟩ for m ≤ n

[ where S is the set of all one-to-one mapping

from {1, 2, . . .m} to {1, 2, . . . n}]

=
∑
σ∈S

n∏
j=1

⟨mσ(j)j , ασ(j)j , βσ(j)j⟩ for m n

[ where S is the set of all one-to-one mapping

from {1, 2, . . . n} to {1, 2, . . .m}]

5.1. Permanent of some special types of TFMs. Here we deduce the perma-
nent of some special types of TFMs.

(1) Pure Null TFM: If A is a pure null TFM (i.e. all its entries are zero),
then Per(A) = ⟨0, 0, 0⟩.

(2) Fuzzy Null TFM: If A is a fuzzy null TFM (i.e. all aij = ⟨0, ϵ1, ϵ2⟩ for all
i, j where ϵ1ϵ2 ̸= 0), then Per(A) = ⟨0, 0, 0⟩.

(3) Pure Unit TFM: If A is a pure unit TFM (i.e. a square TFM where
aii = ⟨1, 0, 0⟩ and aij = ⟨0, 0, 0⟩ for all i ̸= j), then Per(A) = ⟨1, 0, 0⟩.

(4) Fuzzy Unit TFM: If A is a fuzzy unit TFM (i.e. a square TFM where
aii = ⟨1, ϵ1, ϵ2⟩ and aij = ⟨0, ϵ3, ϵ4⟩ for all i ̸= j where ϵ1ϵ2 ̸= 0, ϵ3ϵ4 ̸= 0),
then Per(A) =

∏
aii.

(5) Pure Triangular TFM: If A is a pure triangular TFM (i.e. a square TFM
where either aij = ⟨0, 0, 0⟩ for all i > j or aij = ⟨0, 0, 0⟩ for all i < j ), then
Per(A) =

∏
aii.

(6) Fuzzy Triangular TFM: If A is a fuzzy triangular TFM (i.e. a square
TFM where either aij = ⟨0, ϵ1, ϵ2⟩ for all i > j or aij = ⟨0, ϵ1, ϵ2⟩ for all i < j
and ϵ1ϵ2 ̸= 0), then Per(A) =

∏
aii.

Here some propositions related to the permanent of TFM are given.

Proposition 5.2. Let A be a TFM of order m × n. If all the elements of a row
(column) of A are ⟨0, 0, 0⟩, then Per(A) = ⟨0, 0, 0⟩.

Proof. Let A = [aij ]m×n be a TFM of order m× n, where aij = ⟨mij , αij , βij⟩.
Let m ≤ n, then
Per(A) =

∑
σ∈S

⟨m1σ(1), α1σ(1), β1σ(1)⟩⟨m2σ(2), α2σ(2), β2σ(2)⟩

· · · ⟨mmσ(m), αmσ(m), βmσ(m)⟩.
Here Per(A) is the sum of npm expressions, where in each expression there is a term
⟨0, 0, 0⟩.
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So each expression becomes ⟨0, 0, 0⟩ and the sum is ⟨0, 0, 0⟩.
Therefore, Per(A) = ⟨0, 0, 0⟩
For m > n, the proof is similar. □
Proposition 5.3. Let A be a TFM of order m × n. If a row be multiplied by a
scalar k then the permanent value will be kPer(A).

Proof. Let A = [aij ]m×n be a TFM of order m × n and B = [bij ]m×n be another
TFM obtained by multiplying k to a row of A.

Let aij = ⟨mij , αij , βij⟩, bij = ⟨nij , γij , δij⟩ and k is multiplied to the rth row.
Let m ≤ n, then

Per(B) =
∑
σ∈S

⟨n1σ(1), γ1σ(1), δ1σ(1)⟩⟨n2σ(2), γ2σ(2), δ2σ(2)⟩ · · ·

· · · ⟨nrσ(r), γrσ(r), δrσ(r)⟩ · · · ⟨nmσ(m), γmσ(m), δmσ(m)⟩

=
∑
σ∈S

⟨m1σ(1), α1σ(1), β1σ(1)⟩⟨m2σ(2), α2σ(2), β2σ(2)⟩ · · ·

· · · k⟨mrσ(r), αrσ(r), βrσ(r)⟩ · · · ⟨mmσ(m), αmσ(m), βmσ(m)⟩

= k
∑
σ∈S

⟨m1σ(1), α1σ(1), β1σ(1)⟩⟨m2σ(2), α2σ(2), β2σ(2)⟩ · · ·

· · · ⟨mrσ(r), αrσ(r), βrσ(r)⟩ · · · ⟨mmσ(m), αmσ(m), βmσ(m)⟩
= kPer(A).

Proof is similar for m > n. □
Proposition 5.4. If any two rows (or columns) of a TFM A are interchanged, then
permanent value remains unchanged.

Proof. Let A = [aij ]m×n be a TFM of order m × n and B = [bij ]m×n is the TFM
obtained from A by interchanging the rth and sth row (r < s) of A.

Then bij = aij , i ̸= r, j ̸= s and brj = asj and bsj = arj .
Let m ≤ n. Now,

Per(B) =
∑
σ∈S

b1σ(1)b2σ(2) · · · brσ(r) · · · bsσ(s) · · · bmσ(m)

=
∑
σ∈S

a1σ(1)a2σ(2) · · · asσ(s) · · · arσ(r) · · · amσ(m)

=
∑
σ∈S

⟨m1σ(1), α1σ(1), β1σ(1)⟩⟨m2σ(2), α2σ(2), β2σ(2)⟩ · · · ⟨msσ(s), αsσ(s),

βsσ(s)⟩ · · · ⟨mrσ(r), αrσ(r), βrσ(r)⟩ · · · ⟨mmσ(m), αmσ(m), βmσ(m)⟩

=
∑
σ∈S

⟨m1σ(1), α1σ(1), β1σ(1)⟩⟨m2σ(2), α2σ(2), β2σ(2)⟩ · · · ⟨mrσ(r), αrσ(r),

βrσ(r)⟩ · · · ⟨msσ(s), αsσ(s), βsσ(s)⟩ · · · ⟨mmσ(m), αmσ(m), βmσ(m)⟩
= Per(A).

For m > n, the proof is similar as before. □
Proposition 5.5. If AT is the transpose of A, then Per(AT ) = Per(A).
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Proof. Let A = [aij ]m×n be a TFM and let AT = B = [bij ]m×n

then bij = aji.
When m > n

Per(AT ) = Per(B) =
∑
σ∈S

b1σ(1)b2σ(2) · · · bnσ(n)

=
∑
σ∈S

aσ(1)1aσ(2)2 · · · aσ(n)n

=
∑
σ∈S

⟨mσ(1)1, ασ(1)1, βσ(1)1⟩⟨mσ(2)2, ασ(2)2, βσ(2)2⟩

· · · ⟨mσ(n)n, ασ(n)n, βσ(n)n⟩

=
∑
σ∈S

n∏
i=1

⟨mσ(j)j , ασ(j)j , βσ(j)j⟩

= Per(A).

For m ≤ n, the proof is similar. □

6. Conclusions

Permanents of both IVFM and TFM are defined where the matrices are not
necessary to be square. Related properties are given with proper examples. Some
propositions are stated and proved also. In future we should try to develop of the
permanent of block fuzzy matrix as well as block IVFM.
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