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Abstract. This study investigates possibilistic linear programming
and offer a new method to achieve optimal value of the necessary degree
of constraints for Decision Maker in fuzzy linear programming with fuzzy
technological coefficients and solve problem by this value. In the proposed
algorithm, fuzzy decision set algorithm have been used that is based on
the definition of fuzzy decision. Yet in possibilistic programming problem
there were not any method to establish optimum value of necessary degree.
When possibilistic linear programming is used for solving fuzzy linear pro-
gramming problem with fuzzy technological coefficients, the decision maker
must establish necessary degree of constraints, there is a need for a method
which is able to achieve optimal value of necessary degree and solve the
problem.
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1. Introduction

After Zadeh [9] there has been much research on the possibility theory. Pos-
sibilistic decision making models have provided an important aspect in handling
practical decision making problems. This study proposes an extension of the so-
lution of possibilistic linear programming problems with fuzzy number parameters
which is introduced by Buckley [2]. The solutions of these linear program produce a
convex possibility distribution of the method relies on α-cut of the fuzzy number pa-
rameters to generate a succession of pairs of classical linear programs. The optimal
objective values are corresponding to the necessity levels of the decision variables.
Gasimov [3] offer modified sub gradient method to solving fuzzy linear programming
problem. This study investigates possibilistic programming and offers a new method
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to achieve optimal value of the necessary degree of constraints for Decision Maker in
fuzzy linear programming by fuzzy technological coefficients and solve the problem
by this value. In the proposed algorithm, fuzzy decision set algorithm have been used
that is based on the definition of fuzzy decision. Yet in possibilistic programming
problem there were not any method to establish optimum value of necessary degree.
When possibilistic linear programming is used for solving fuzzy linear programming
problem with fuzzy technological coefficients, the decision maker must establish the
necessary degree of constraints, there is a need for a method which is able to achieve
optimal value of necessary degree and solve the problem

2. Preliminaries

Throughout this work, X is a collection of objects denoted generically by x then
a fuzzy set Ã in X is a set of ordered pairs:

Ã = {{(x, µA(x)} |x ∈ X} .

µA (x) is called the membership function or grade of membership.

Definition 2.1 ([5]). Let Ã be a fuzzy set, and α ∈ [0, 1]. The α-cut of the fuzzy
setÃ is the crisp set Ãα given by

Ãα = {x ∈ X : µA(x) ≥ α}.
Definition 2.2 ([7, 8]). A fuzzy set Ã is convex if all α -cuts of Ã are convex.

Definition 2.3 ([5]). Let Ã be a fuzzy set, the height h(Ã) of Ã is defined as:

h
(
Ã

)
= supx∈ÃµÃ(x).

if h(Ã) = 1 then the fuzzy set Ã is called a normal fuzzy set, otherwise it is called
sub normal.

Definition 2.4. A fuzzy number Ã is a normal and convex fuzzy set with a piecewise
continuous membership function.

Definition 2.5. A fuzzy number Ã is called LR if its membership function is defined
as follows:

µÃ (x) =

{
l
(

m−x
α

)
: x ≤ m,α > 0

R
(

x−m
β

)
: x ≥ m,β > 0.

LR Fuzzy number Ã is shown as follows:

Ã = (m, α, β)LR.

Where m,α, β are the middle, the left and the right width respectively.

Definition 2.6. A triangular fuzzy number is a LR number if the L (X) and R(X)
functions are as follows:

L (x) = R (x) = max {0, 1− |x|} .

If α = β, then it is called symmetric triangular fuzzy number.
892
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Definition 2.7 ([1]). (Bellman and Zadeh fuzzy decision) Bellman and Zadeh de-
fined the following three concepts:

1- Fuzzy goal (G): It is a fuzzy set that is specified by its membership function
as follows:

µG (x) : X → [0, 1] .

2-Fuzzy constraint (C): It is a fuzzy set, its membership function is specified as
follows:

µC (x) : X → [0, 1].

3- Fuzzy decision (D): It is expressed as a result of fuzzy goal and fuzzy constraint.

µD (x) : X → [0, 1] D = G ∩ C,

µD (x) = min(µG (x) , µC (x)).

Definition 2.8 ([4]). The possibility degree of the variable α that is defined by the
distribution facility µÃ be in fuzzy set B̃.

pos(α ∈ B̃) = supr min (µÃ (r) , µB̃ (r)) .

Definition 2.9. Necessity degree of the variable α that is defined by the distribution
facility µÃ be in fuzzy set B̃.

nes(α ∈ B̃) = inf
r

max(1− µÃ(r), µB̃(r)).

Let B̃ be a crisp set, in this case B = (−∞, g] orB = [g,∞) .
A - Suppose B = (−∞, g], Since B is a real set, so the membership function is:

µB (r) = CB (x) =
{

1 : r ≤ g
0 : r > g,

and

pos (r ∈ B) = supr≤g (µÃ (r)) .

B -Suppose B = [g,∞), since B is a real set, so its membership function is:

µB (r) = CB (x) =
{

1 : r ≥ g
0 : r < g,

pos (r ∈ B) = supr≥g (µÃ (r)) ,

and

nes (r ∈ B) = 1− supr<g (µÃ (r)) .
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Figure 1. Necessity degree of constraints

3. Solving fuzzy linear programming

Consider the following fuzzy linear programming problem:

max
n∑

j=1

cjxj

s.t.
n∑

j=1

aijxj ≤ bi i = 1, . . . ,m

xj ≥ 0. (1)

Where cj , aij , bi are possibilistic variables limited by symmetric triangular fuzzy
numbers B̃i, Ãij , C̃j , we have:

B̃i = (bi, wbi) , Ãij =
(
aij , waij

)
,

C̃j =
(
cj , wcj

)
.

Note that in solving fuzzy linear programming problems with symmetric triangular
fuzzy numbers, wbi , waij and wcj are predetermined.

Suppose that the minimum necessity degree of constraints, established by the
decision maker is equal to α, as seen in figure 1, H is in DF and ti ≤ bi. Below is
the equation of the line DF.

DF : y − 1 =
1

−∑n
j=1 waij xj


x−

n∑

j=1

aijxj


 .
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Figure 2. Necessity degree of objective function

By putting the coordinates of point H on it we will have:
n∑

j=1

(aij + waij α)xj ≤ bi.

[6]
If the decision maker wants to maximize the object function of his problem with

a minimum of necessary degree α, it means:

maxu

s.t. nes

(
n∑

j=1

cjxj ≥ u

)
≥ α. (2)

Since u ≤ t, as seen in figure 2, we know that H is in CF , therefore, by putting its
coordinate in CF we will have:

t =
∑

(cj − αwcj )xj ,

and therefore (2) is equal to:

max
n∑

j=1

(cj − wcj α)xj

s.t.
n∑

j=1

(aij + waij α)xj ≤ bi

x ≥ 0. (3)

So the problem (2) with a known amount of α becomes the conventional linear
programming (3) [4].
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3.1. Fuzzy Decision set algorithm for obtaining the best necessary degree
[3].

Fuzzy decision set algorithm is a bisection method for obtaining the best necessary
degree of constraints. We use this method because it is absolutely convergent.

Step 1. Set α =1 and test whether a feasible set exists or not using phase one of
the simplex method.

If a feasible set exists, set α =1 Otherwise, set αl = 0, αR = 1 and go to the next
step.

Step 2. For the value of α = αl+αR

2 , update the value of αl and αR by using the
bisection method as follows:

1. α = αl If feasible set is nonempty for α.
2. α = αR If feasible set is empty for α.
Consequently, for each α; test whether a feasible set exists or not.
Using phase one of the Simplex method and determine the maximum value α∗

which is satisfying the constraints of the problem.

Theorem 3.1. Bisection method is convergent.

Proof. If achieved value of necessity degree in Nth iteration be αn, and real value of
necessity degree be α therefor calculation error is given by following inequality:

|αn − α| ≤ 1
2n

.

so when n → ∞ therefor calculation error → 0 therefor this method is convergent.
¤

3.2. Optimal value of necessary degree for decision maker in possibilistic
programming.

Consider fuzzy linear programming problem with fuzzy technological coefficients:

max
n∑

j=1

cjxj

s.t.
n∑

j=1

ãijxj ≤ bi

xj ≥ 0. (4)

Where ãij =
(
aij , waij

)
is symmetric triangular fuzzy number. If the decision

maker wants to hold the constraints with a minimum of necessary degree α, α ∈ [0, 1],
problem (4) by using (3) and replace wcj with 0, becomes problem(5).
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max
n∑

j=1

cjxj

s.t.
n∑

j=1

(aij + αwaij
)xj ≤ bi

xj ≥ 0, α ∈ [0, 1] . (5)

But to get the maximum value α that the problem stays feasible and achieved
solution be optimal for fixed α, we do as follows:

n∑

j=1

(aij + αwaij
)xj ≤ bi.

Then for the feasibility of the problem , achieved value for the decision variables,
should satisfy this constraint. We know that the optimal solutions of (5), are among
the optimal solutions of the two problems (6) and (7)[3].

z1 = max
n∑

j=1

cjxj

s.t.
n∑

j=1

aijxj ≤ bi

xj ≥ 0, (6)

and

z2 = max
n∑

j=1

cjxj

s.t.
n∑

j=1

(aij + waij )xj ≤ bi

xj ≥ 0. (7)

Let zu = max {z1, z2} , zl = min{z1, z2} consider fuzzy goal (G) with following
membership function:

µG (x) =





1 :
n∑

j=1

cjxj ≥ zu

∑n
j=1 cjxj−zl

zu−zl
: zl ≤

n∑
j=1

cjxj < zu

0 : o/w.

Since µG (x) ∈ [0, 1] and α ∈ [0, 1], Therefor there exist a feasible solution such
that: ∑n

j=1 cjxj − zl

zu − zl
≥ α

and so:

α(zu − zl)−
n∑

j=1

cjxj + zl ≤ 0.

This condition ensures that the object function, for fixed α, did not worsen. Hence,
to determine the maximum value of α, problem that satisfies the above inequality
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should be as following:

max α

s.t. α(zu − zl)−
n∑

j=1

cjxj + zl ≤ 0
n∑

j=1

(aij + αwaij
)xj ≤ bi

xj ≥ 0, α ∈ [0, 1] . (8)

4. Examples

Example 4.1. Let the following fuzzy linear programming problem:

Max x1 + 2x2

s.t. ã11x1 + ã12x2 ≤ 6
ã21x1 + ã22x2 ≤ 10
x2 ≥ 0
x1 ≥ 0.

Where
ã11 = (3, 1) , ã12 = (2, 2),

ã21 = (5, 1) , ã22 = (3, 2).

By (5) we have:
z1 = maxx1 + 2x2

s.t. 3x1 + 2x2 ≤ 6
5x1 + 3x2 ≤ 10
x1 ≥ 0, x2 ≥ 0,

and
z2 = maxx1 + 2x2

s.t. 4x1 + 4x2 ≤ 6
6x1 + 5x2 ≤ 10
x1 ≥ 0, x2 ≥ 0.

The optimal solutions of the sub problems are:

z1 = 6 z2 = 3,
x∗1 = 0 x∗1 = 0,
x∗2 = 3 x∗2 = 1.5.

To maximize α by (8) we have:

max α
s.t. (α + 3) x1 + (2α + 2) x2 ≤ 6

(α + 5)x1 + (2α + 3) x2 ≤ 10
−x1 − 2x2 + 3α + 3 ≤ 0
x1 ≥ 0, x2 ≥ 0, α ∈ [0, 1] .

By solving this model with fuzzy decision set algorithm, mentioned in section 3, we
have:

α∗ = 0.4142136.
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By setting this value in (5) we will have:

z = max x1 + 2x2

s.t. 3.4142136x1 + 2.8284272x2 ≤ 6
5.4142136x1 + 3.8284272x2 ≤ 10
x1 ≥ 0, x2 ≥ 0.

The optimal value and the optimal solutions are:
x∗1 = 0 and x∗2 = 2.121320 and z = 4.242641.

Which are equal to the obtained solutions by the modified sub gradient methods[3].

Example 4.2. Let the following fuzzy linear programming problem:[6]

z = max 2x1 + 3x2

s.t. 1̃x1 + 2̃x2 ≤ 4
3̃x1 + 1̃x2 ≤ 6
x1 , x2 ≥ 0

1̃ = (1, 1) , 2̃ = (2, 3) , 3̃ = (3, 2)
, 1̃ = (1, 3).

By (5) we have:
z1 = max 2x1 + 3x2

s.t. x1 + 2x2 ≤ 4
3x1 + x2 ≤ 6
x1 , x2 ≥ 0,

and
z2 = max 2x1 + 3x2

s.t. 2x1 + 5x2 ≤ 4
5x1 + 4x2 ≤ 6
x1, x2 ≥ 0.

The optimal solutions and the optimal value are:
z1 = 6.8, x1

∗ = 1.6 and x2
∗ = 1.2, z2 = 3.06, x1

∗ = 0.82, x2
∗ = 0.47.

To maximize α by (8) we have:

max α
s.t. 2x1 + 3x2 ≥ 3.06 + 3.74α

(1 + α) x1 + (2 + 3α)x2 ≤ 4
(3 + 2α) x1 + (1 + 3α)x2 ≤ 6
α ∈ [0, 1] x1, x2 ≥ 0.

By solving the above problem by fuzzy decision sets algorithm and after 13 iteration
we have:

α∗ = 0.397323.

By setting this value in (5) we will have:

z = max 2x1 + 3x2

s.t. 1.397323x1 + 3.191969x2 ≤ 4
3.794646x1 + 2.191969x2 ≤ 6
x1, x2 ≥ 0.
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The optimal solutions and the optimal value are:

x1
∗ = 1.1475877 x2

∗ = 0.75147

z = 4.5474.

5. Conclusions

Yet in possibilistic programming problem there were not any method to estab-
lish optimum value of necessary degree. By using the fuzzy decision set algorithm
and establishing the optimal value of α, relations between possibilistic program-
ming problem and sub gradient problem have been proved. Best α for the decision
maker in possibilistic programming is equal to λ in solving corresponding nonlin-
ear programming problem by the sub gradient method and both problems when
λ = α have same solutions. It is useful that instead solving nonlinear programming
problem, using this method to find the optimal value of α because:

A) Fuzzy decision set algorithm is a bisection method that is absolutely conver-
gence.

B) Solving nonlinear programming problem is harder than linear programming
problem.
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