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Abstract. The purpose of this paper is to introduce the concept of
domination in interval-valued fuzzy graphs. Order of an interval-valued
fuzzy graph has been defined and its relation with domination number has
been established. Also we give characterization for minimal dominating set
and find relations between independent sets and dominating sets. Further,
the notion of total dominating set has been introduced and some important
results are proved.
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1. Introduction

The earliest idea of domination occurred in the game of chess where the problem
was to place minimum number of chess pieces so as to dominate all the squares of the
chess board. Mathematical research on the theory of domination for crisp graphs was
initiated by Ore [16]. Cockayne and Hedetnieme [5] further developed the concept.
Since then an extensive research has been done in this field. Rosenfeld [17] introduced
the notion of fuzzy graphs in 1975. Some important works in fuzzy graph theory
can be found in [2, 3, 4, 13, 14, 15]. Domination in fuzzy graphs was introduced and
studied by Somasundaram and Somasundaram in [20]. Recently, the concept has
been studied by Mohideen and Ismayil [12].

Zadeh [24] introduced the notion of interval-valued fuzzy sets as an extension
of fuzzy sets [23] which gives a more precise tool to model uncertainty in real life
situations. Some recent work of Zadeh in connection with the importance of fuzzy
logic may be found in [25, 26]. Interval-valued fuzzy sets have been widely used in
many areas of science and engineering, e.g., in approximate reasoning [6, 7], medical
diagnosis [18], multivalued logic [22], intelligent control [11], topological spaces [19]
etc. Hongmei and Lianhua introduced the definition of interval-valued fuzzy graphs
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in [9]. Recently, Akram and Dudek [1] have studied several properties and operations
on interval-valued fuzzy graphs. Isomorphism on interval valued fuzzy graph has
been studied by Talebi and Rashmanlou [21].

In this paper, our aim is to introduce and study the theory of domination in the
setting of interval-valued fuzzy graphs. Cardinality of an intuitionistic fuzzy set was
defined by Lou and Yu in [10]. Following the same line, we have defined cardinality
of an interval-valued fuzzy graph.

2. Preliminaries

Throughout this paper a graph will denote a graph without loops. For graph
theoretic notations and terminologies, the readers are referred to Hararay [8]. First
we collect some definitions to be used in this paper.

Definition 2.1. An interval-valued fuzzy set A on a set V is defined by

A = {(x, [µ−A(x), µ+
A(x)]) : x ∈ V },

where µ−A and µ+
A are fuzzy subsets of V such that µ−A(x) ≤ µ+

A(x) for all x ∈ V .
If G∗ = (V,E) is a crisp graph, then by an interval-valued fuzzy relation B on V

we mean an interval-valued fuzzy set on E such that

µ−B(xy) ≤ min{µ−A(x), µ−A(y)} and µ+
B(xy) ≤ max{µ+

A(x), µ+
A(y)}

for all xy ∈ E and we write B = {xy, [µ−B(xy), µ+
B(xy)] : xy ∈ E}.

Definition 2.2. An interval-valued fuzzy graph (in short, IVFG) of a graph G∗ =
(V,E) is a pair G = (A,B), where A = [µ−A, µ+

A] is an interval-valued fuzzy set on V

and B = [µ−B , µ+
B ] is an interval-valued fuzzy relation on V .

Example 2.3. Consider the graph G∗ = (V,E), where V = {x, y, z} and E =
{xy, yz, zx}. Let A be an interval-valued fuzzy set on V and let B be an interval-
valued fuzzy set on E ⊆ V × V defined by

A =
〈( x

0.1
,

y

0.4
,

z

0.3

)
,
( x

0.3
,

y

0.5
,

z

0.7

)〉
,

B =
〈( xy

0.1
,

yz

0.2
,
zx

0.1

)
,
( xy

0.4
,

yz

0.6
,
zx

0.5

)〉
.

Then G = (A,B) is an IVFG of G∗ = (V,E).
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Definition 2.4. The order p and size q of an IVFG G = (A,B) of a graph G∗ =
(V,E) are defined to be

p =
∑
v∈V

1 + µ+
A(v)− µ−A(v)

2

and

q =
∑

xy∈E

1 + µ+
B(xy)− µ−B(xy)

2
.

Definition 2.5. Let G = (A,B) be an IVFG on G∗ = (V,E) and S ⊆ V . Then the
cardinality of S is defined to be∑

v∈S

1 + µ+
A(v)− µ−A(v)

2
.

Definition 2.6. An IVFG G = (A,B) of a graph G∗ = (V,E) is said to be complete
if µ−B(xy) = min{µ−A(x), µ−A(y)} and µ+

B(xy) = max{µ+
A(x), µ+

A(y)} for all xy ∈ E
and is denoted by KµA

.

Definition 2.7. The complement of an IVFG G = (A,B) of a graph G∗ = (V,E)
is the IVFG G = (A,B), where A = [µ−A, µ+

A] and B = [µ−B , µ+
B ] is defined by

µ−B(xy) = min{µ−A(x), µ−A(y)} − µ−B(xy),

µ+
B(xy) = max{µ+

A(x), µ+
A(y)} − µ+

B(xy)

for all xy ∈ E.

Definition 2.8. An IVFG G = (A,B) of a graph G∗ = (V,E) is said to be bipartile
if the vertex set V can be partitioned into two nonempty sets V1 and V2 such that
µ−B(xy) = 0 and µ+

B(xy) = 0 if x, y ∈ V1 or x, y ∈ V2. Further if µ−B(xy) =
min{µ−A(x), µ−A(y)} and µ+

B(xy) = max{µ+
A(x), µ+

A(y)} for all x ∈ V1 and y ∈ V2,
then G is called a complete bipartile graph and is denoted by Kµ−A ,µ+

A
, where µ−A

and µ+
A are restrictions of µ−A and µA on V1 and V2 respectively.

Definition 2.9. An edge e = xy of an IVFG G is called an effective edge if µ−B(xy) =
min{µ−A(x), µ−A(y)} and µ+

B(xy) = max{µ+
A(x), µ+

A(y)}. In this case, the vertex x is
called a neighbor of y and conversely.

N(x) = {y ∈ V : y is a neighbor of x} is called the neighborhood of x.

Example 2.10. Consider the graph G∗ = (V,E), where V = {w, x, y, z} and E =
{wx, xy, yz, zw}. Let A be an interval-valued fuzzy set on V and let B be an
interval-valued fuzzy set on E ⊆ V × V defined by

A =
〈( w

0.1
,

x

0.4
,

y

0.3
,

z

0.2

)
,
( w

0.3
,

x

0.5
,

y

0.7
,

z

0.5

)〉
,

B =
〈(wx

0.1
,
xy

0.2
,

yz

0.1
,
zw

0.1

)
,
(wx

0.5
,
xy

0.6
,

yz

0.4
,
zw

0.5

)〉
.

Then G = (A,B) is an IVFG of G∗ = (V,E).
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In this example, wx and zw are effective edges. Also, N(w) = {x, z}, N(x) = {w},
N(z) = {w}, N(y) = φ (the empty set).

3. Domination in interval valued fuzzy graphs

We now obtain our main results.

Definition 3.1. Let G = (A,B) be an IVFG on V and x, y ∈ V . We say x
dominates y if µ−B(xy) = min{µ−A(x), µ−A(y)} and µ+

B(xy) = max{µ+
A(x), µ+

A(y)}.
A subset S of V is called a dominating set in G if for every v /∈ S, there exists

u ∈ S such that u dominates v.
The minimum cardinality of a dominating set in G is called the domination num-

ber of G and is denoted by γ(G) or by simply γ.

Remark 3.2. (i) For any x, y ∈ V , if x dominates y then y dominates x and as
such domination is a symmetric relation.

(ii) If µ−B(xy) < min{µ−A(x), µ−A(y)} and µ+
B(xy) < max{µ+

A(x), µ+
A(y)} for all

x, y ∈ V , then the only dominating set in G is V .

Example 3.3. (i) Since {v} is a dominating set of KµA
for each v ∈ V , we have

γ(KµA
) = minv∈V

1+µ+
A(v)−µ−A(v)

2 .
(ii) γ(KµA

) = p.

(iii) γ(KµA1 ,µA2 ) = minx∈V1

1+µ+
A(x)−µ−A(x)

2 + miny∈V2

1+µ+
A(y)−µ−A(y)

2 .

Theorem 3.4. For any IVFG G, γ + γ ≤ 2p, where γ is the domination number
of G and the equality holds if and only if 0 < µ−B(xy) < min{µ−A(x), µ−A(y)} and
0 < µ+

B(xy) < max{µ+
A(x), µ+

A(y)} for all x, y ∈ V .

Proof. The inequality immediately follows. Now γ = p if and only if the only
domination set in G is V . i.e., if and only if µ−B(xy) < min{µ−A(x), µ−A(y)} and
µ+

B(xy) < max{µ+
A(x), µ+

A(y)}.
Again γ = p if and only if min{µ−A(x), µ−A(y)} − µ−B(xy) < min{µ−A(x), µ−A(y)}

and max{µ+
A(x), µ+

A(y)} − µ+
B(xy) < max{µ+

A(x), µ+
A(y)}, which is equivalent to

µ−B(xy) > 0 and µ+
B(xy) > 0. Combining the above two, the result follows. �

Definition 3.5. A dominating set S of an IVFG G is said to be a minimal domi-
nating set if no proper subset of S is a dominating set of G.
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The following theorem is analogous to a result in [16] which gives a characteriza-
tion of minimal dominating sets.

Theorem 3.6. A dominating set D of an IVFG G is a minimal dominating set if
and only if for each d ∈ D one of the following two conditions holds.

(i) N(d) ∩D = φ.
(ii) There is a vertex x ∈ V \D such that N(x) ∩D = {d}.

Proof. Let D be a minimal dominating set of G. Then for every vertex d ∈ D,
D \ {d} is not a dominating set and so there exists x ∈ V \ (D \ {d}) which is not
dominated by any vertex in D \ {d}. If x = d, then (i) holds. If x 6= d, then x is not
dominated by D \ {d}, but is dominated by D, i.e., x is dominated only by d in D.
Hence N(x) ∩D = {d}.

Conversely, let D be a dominating set and for each vertex d ∈ D, one of the two
conditions holds. Suppose D be not a minimal dominating set. Then there exists
a vertex d ∈ D such that D \ {d} is a dominating set. Thus d is dominated by
at least one vertex in D \ {d} and so, the condition (i) does not hold. Again if
D \ {d} is a dominating set, then every vertex in V \D is dominated by at least one
vertex in D \ {d} which implies that the condition (ii) does not hold. This leads to
a contradiction. Hence D must be a minimal dominating set. �

Definition 3.7. A vertex u of an IVFG G is said to be an isolated vertex if µ−B(uv) <

min{µ−A(u), µ−A(v)} and µ+
B(uv) < max{µ+

A(u), µ+
A(v)} for all v ∈ V \ {u} such that

there is an edge between u and v, i.e., N(u) = φ.

Example 3.8. In the example 2.10, y is an isolated vertex.

Remark 3.9. An isolated vertex does not dominate any other vertex in G.

Theorem 3.10. Let G be an IVFG without isolated vertices. Let D be a minimal
dominating set of G. Then V \D is a dominating set of G.

Proof. Let D be a minimal dominating set and d ∈ D. Since G has no isolated
vertices, there is a vertex x ∈ N(d). Using similar arguments as in the proof of
Theorem 3.6, we get that x ∈ V \D. Thus every element of D is dominated by some
element of V \D and consequently V \D is a dominating set. �

Definition 3.11. A set S of vertices of an IVFG G is said to be independent if
µ−B(uv) < min{µ−A(u), µ−A(v)} and µ+

B(uv) < max{µ+
A(u), µ+

A(v)} for all u, v ∈ S.

Next two theorems establish relations between independent sets and dominating
sets.

Theorem 3.12. An independent set is a maximal independent set of an IVFG G if
and only if it is independent and dominating set.

Proof. Let D be a maximal independent set of G. Thus for every v ∈ V \D, the set
D ∪ {v} is not independent. So, for every vertex v ∈ V \D, there is a vertex u ∈ D
such that u is dominated by v. Thus D is a dominating set. Hence D is independent
and dominating.

Conversely, let D be independent and dominating. If possible, suppose D is not
maximal independent. Then there exists v ∈ V \ D such that the set D ∪ {v}
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is independent. Then no vertex in D is dominated by v. Thus D can not be a
dominating set, which is a contradiction. Hence D must be a maximal independent
set. �

Theorem 3.13. In an IVFG G, every maximal independent set is a minimal dom-
inating set.

Proof. Let S be a maximal independent set in G. By Theorem 3.12, S is a domi-
nating set. Suppose S be not a minimal dominating set. Then there exists at least
one vertex v ∈ S for which S \ {v} is a dominating set. But if S \ {v} dominates
V \ (S \ {v}), then at least one vertex in S \ {v} must dominate v. This contradicts
the fact that S is an independent set of G. Hence S must be a minimal dominating
set. �

Definition 3.14. Let G be an IVFG without isolated vertices. A subset D of V is
said to be a total dominating set if every vertex in V is dominated by a vertex in D.

The minimum cardinality of a total dominating set is called the total domination
number of G and is denoted by γt.

Proof of the following is obvious.

Theorem 3.15. For any IVFG G, γt = p if and only if every vertex of G has a
unique neighbor.

Theorem 3.16. If γt = p, then number of vertices in G is even.

Proof. If possible let G has 2n + 1, i.e., odd number of vertices. Since G has no
loops, for every vertex u, we get a unique vertex v distinct from u. Thus we can get
n number of distinct pair of vertices such that in each pair one vertex is neighbor
of the other vertex. Finally we are left with a single vertex which does not have a
unique neighbor. This leads to a contradiction. Thus G must have even number of
vertices. �

Theorem 3.17. Let G be an IVFG without isolated vertices. Then γt + γt ≤ 2p
and the equality holds if and only if

(i) the number of vertices in G is even, say 2n.
(ii) there is a set S1 of n mutually disjoint effective edges in G.
(iii) there is a set S2 of n mutually disjoint effective edges in G.
(iv) for any edge xy /∈ S1∪S2, 0 < µ−B(xy) < min{µ−A(x), µ−A(y)} and 0 < µ+

B(xy) <

max{µ+
A(x), µ+

A(y)}.

Proof. Since γt ≤ p and γt ≤ p, the inequality follows.
(i) γt + γt = 2p if and only if γt = γt = p. Using Corollary 3.16, we have that the

number of vertices in G is even, say 2n.
(ii) Since γt = p, there is a set S1 of n disjoint effective edges in G.
(iii) Since γt = p, there is a set S2 of n disjoint effective edges in G.
(iv) If xy /∈ S1 ∪ S2, then clearly 0 < µ−B(xy) < min{µ−A(x), µ−A(y)} and 0 <

µ+
B(xy) < max{µ+

A(x), µ+
A(y)}.

The converse is obvious. �
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4. Conclusions

Research in the area of domination theory is interesting due to the diversity of
applications and wide variety of domination parameters that can be defined. In this
paper, the concept of dominating sets, independent sets, domination number etc.
have been introduced for interval-valued fuzzy graphs and some interesting results
have been proved. Other domination parameters can be defined and investigated in
the similar setting as future work.

Acknowledgements. The author expresses his gratitude to the reviewer(s)
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immensely enhanced the quality and presentation of this paper.
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